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Recovery of a barge section with the city of Arles in the background

Cover picture
The remains of a Roman river barge, 31 m long and 3 m wide, nearly intact, were recently

discovered at the bottom of the Rhône river, next to Arles which was a major port in Roman times.
The barge is believed to have sunk in a flood event, by the first century after Christ. It was built of
oak- and pine-wood, and carried a cargo of construction stones from Saint-Gabriel quarry, upriver
near Tarascon. The shipwreck has conserved its galley gear with the glazed ceramic, and one
dolium reused as a brasero for cooking as well as other tools.

To ease its recovery, the wreck was cut into ten sections. After restoration it will be exhibited,
from the fall of 2013, at the Arles Museum.

Recently many remains from Roman times have been recovered from the bottom of the Rhône
river. Most famous (but not very cheerful) is the Cesar bust (below), also to be seen at the Arles
Museum.

Credits: Arles Museum of Antiquity / General Council of Bouches-du-Rhône.
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PREFACE

The International Workshop on Water Waves and Floating Bodies is an annual meet-
ing of engineers and scientists with a particular interest in water waves and their effects
on floating and submerged marine structures. The IWWWFB was initiated by Professor
D. V. Evans (University of Bristol) and Professor J. N. Newman (MIT) following informal
meetings between their research groups in 1984. First intended to promote communi-
cations between workers in the UK and the USA, the interest and participation quickly
spread to include researchers from many other countries around the world. The work-
shop places particular emphasis on the participation of younger researchers, on the stim-
ulation of discussions between engineers and scientists, and to the presentation of prelim-
inary basic scientific work before its publication elsewhere. The workshop is an impor-
tant reference point for organizing and spreading knowledge in this area. In particular,
the workshop proceedings are freely accessible through the dedicated internet address
www.iwwwfb.org where all contributions from 1986 on can be found.

Close to 80 abstracts were submitted to this year’s workshop, out of which 60 have
been retained for presentation and are included in the proceedings. The contributions
cover a wide range of topics related to the interaction between ocean waves and marine
structures, while the authors cover all career stages from PhD students to the most senior
and distinguished researchers.

This is the fourth year since the establishment of the Tuck Fellowship which, in mem-
ory of Prof. Ernie Tuck, supports the participation of one PhD student, or young re-
searcher, each year. Nine applications for the Tuck Fellowship were received this time
and the prize was awarded to Dimitrios N. Konispoliatis, a PhD student at the National
Technical University of Athens, while Hugh Wolgamot, a PhD student at the University
of Oxford, was selected as the runner-up.

This year’s workshop is dedicated to the memories of Fritz Ursell and Enok Palm, de-
ceased in 2012, both of them regular participants to the IWWWFB since its early years.
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FRITZ JOSEPH URSELL 1923-2012

by David Evans

Fritz Ursell was one of the most distinguished applied mathematicians of his genera-
tion. He made fundamental contributions in the theory of linear water waves in a research
career spanning over sixty years which inspired successive generations of researchers in
the field. Perhaps less well-known to colleagues are his major contributions to other fields
including aerodynamics, acoustics, mathematical methods and oceanography, these being
the topics covered in the second volume of his collected papers up to 1992.

He was born in Düsseldorf and the change of government in 1933 and his Jewish an-
cestry prompted his parents to send him to England in 1937 for his education. Within a
few months he had learned enough English to pass the Common Entrance examination
into the prestigious Clifton College in Bristol. In May 1940 he moved briefly to Marlbor-
ough College which was rated highly for mathematics and in December of that year he
applied for and won a Trinity College Major Scholarship at Cambridge. After obtaining
first class marks in Parts I and II of the Mathematical Tripos he went on to study Part III
where he attended lectures by, amongst others, Besicovich, Hardy, Littlewood, and Dirac,
and obtained a distinction in the examinations. Keen to support the war effort he was
recommended for a post at the Royal Aircraft Establishment but was turned down due to
being classified an enemy alien. Instead, in 1943, he was posted to the Admiralty Research
Laboratory in south west London and his subsequent career was determined.

After the war he stayed on at ARL working on ships in waves. He re-discovered Have-
lock’s wavemaker theory and applied it to find the reflection from a fixed thin vertical bar-
rier in waves and the velocity potential everywhere. This paper remains one of the few
explicit solutions to the boundary-value problem for linear water waves. He then turned
his attention to a half-immersed circular cylinder oscillating vertically with constant fre-
quency. His novel approach involved expanding the velocity potential in terms of a wave
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source and a set of higher-order wave-free harmonic potentials each satisfying the free sur-
face condition. He showed that the resulting infinite system of equations was convergent
for sufficiently small wavenumbers Ka and produced the first rigorous computations for
the added mass and damping for the cylinder.

The method of multipoles is now an established analytic tool in solving problems in-
volving radiation and scattering by circular or spherical geometries and has been used in
many papers presented at the Workshop over the years. Less well-known is his next paper
which showed that the method could be extended to non-circular geometries by using an
initial transformation. Its utility was illustrated in the paper by Choi et al at last year’s
Workshop.

In 1947 he was appointed to an ICI Research Fellowship in Manchester. Shortly after-
wards he was elected to a Prize Fellowship at Trinity College for four years which Fritz
regarded as the proudest day of his academic life. He was granted leave to postpone the
Fellowship in order to work in the Manchester Mathematics Department whose Applied
staff included Sydney Goldstein, Richard Meyer, Douglas Jones and James Lighthill.

During his time in Manchester he produced three remarkable papers on submerged
circular cylinders. The first confirmed rigorously the result suggested by Dean, that the
reflection of a normally incident wave by the cylinder was identically zero for all geome-
tries and wave frequencies. He then showed, in a short but dense paper that the solution
was unique. Finally he showed that if motion along the cylinder axis was allowed, there
existed a trapped mode of finite energy, the first such example in water waves.

The period 1950-1961 was spent as a Lecturer in Cambridge where he met G.I.Taylor.
Fritz had extended the well-known Stokes result for an edge wave travelling along the
shoreline of a uniform sloping beach to show that this was just one of a family of bounded
solutions of exponential type. On more than one occasion I pressed Fritz to explain how
he derived these but to no avail. He just wrote the solution down. G.I. encouraged him to
check the theory by doing an experiment and helped provide the equipment. The theory
was confirmed.

He spent the academic year 1957-8 in the Hydrodynamics Laboratory at MIT where he
met a young doctoral student Nick Newman who accompanied him back to Cambridge
for the following year. In 1961 he accepted the Beyer Chair of Applied Mathematics at
Manchester in succession to Lighthill. One of Fritz’s students at Cambridge was a young
Australian, Ernie Tuck who chose to stay on and work with him for a second year and
spend his third year in Manchester. Fritz was elected to the Royal Society in 1972 and
remained at Manchester until his retirement in 1990 during which time he graduated thir-
teen doctoral students and continued to produce a steady stream of high-quality papers
on water waves. Amongst these was his 1964 paper on the decay of the free motion of a
half-immersed cylinder, in which he proved the remarkable result that the cylinder ulti-
mately came to rest monotonically in time rather than being sinusoidally damped. This
paper continues to attract interest and discussion as the paper by Meylan & Ralph in last
year’s Workshop illustrates.

It was my good fortune to be taught by Fritz as a final year undergraduate, to be su-
pervised by him as a PhD student and to work with him for three years as a colleague on
the staff at Manchester. His lectures, just like his research papers were models of clarity
and precision, but again, like his papers, they contained a depth of detail only revealed on
closer study.

He was very much a ‘hands-off ’ research supervisor, allowing me to wrestle with
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difficulties for up to six weeks or more before gently inquiring of me, during the morning
coffee break, ‘and how are we getting on?’ On one occasion I went to see him with a
problem I had which he was unable to resolve but which I finally sorted out on my own
a week later. When I told him, he smiled and said that he had realised the answer just
after I had left but thought it best that I work it out for myself. He gave me advice over
getting one’s work published which included writing at least four drafts before submitting
to a journal. I was somewhat bemused therefore to be handed a draft manuscript of his
1964 paper mentioned above, full of corrections and insertions in the margins which was
clearly the only version he wrote.

As a junior colleague I was very much in awe of him because of his reputation and
position and it was many years later before I plucked up the courage to address him as
Fritz. In fact I needn’t have worried. He was a kind and gentle man, not one to stand
on ceremony and wholly supportive of his former students, myself included, throughout
their careers.

Aside from his consummate skills as a mathematician, Fritz was a true renaissance
man, capable of conversing knowledgeably yet modestly, on a wide range of subjects
including European history, politics, music, and literature, especially Shakespeare.

There can be little doubt that Fritz’s clear open style and rigorous approach to research,
as well as his encouragement of younger researchers influenced Nick and myself when we
met with our own students and research assistants at the Hamburg ONR Symposium to
plan the idea and the format of the Workshop. That Fritz was an enthusiastic and regular
participant at all but the later Workshops, suggests that we may have had some success in
promoting these ideals.

Ship hydrodynamics, water waves and asymptotics, Collected papers of F Ursell 1946-1992, Vol-
umes 1 & 2, Advanced Series on Fluid Mechanics, 1994, World Scientific Publishing.
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ENOK JOHANNES PALM 1924-2012

by John Grue

Enok Palm is mostly recognized within the natural science for his contributions to the
understanding of mean flow fluxes in the atmosphere. In a joint work with his contem-
porary, the meteorologist Arnt Eliassen, they explained mathematically the formation of
lee waves and particular cloud patterns driven by air-flow over mountains. They showed
that the vertical flux of horizontal momentum does not change with height, a fundamen-
tal property and of importance in the study of fine scale atmospheric flow. They proved
this for both short and long waves. Their findings have provided a basis for quite wide
generalizations within the research fields of meteorology and numerical weather forecast-
ing, and one is referring to Eliassen-Palm theory, the Eliassen-Palm theorem, EP-fluxes,
Eliassen-Palm diagnostics, etc.

Enok Palm was educated and had his scientific break-through in a dedicated research
group within mathematical meteorology and hydrodynamics at the University of Oslo,
Norway. Developing from what is referred to as the Bergen School of Meteorology – this
has provided the basis for much of modern weather forecasting; it was founded by the
meteorologist Vilhelm Bjerknes and his younger co-workers almost 100 years ago – this
was a vital scientific environment that over the years attracted many talented students.
Mathematical problems relating to fronts, stability, waves and transition to turbulence
in atmospheric motion occupied this lively group. It was led by the hydrodynamicist
Einar Høiland, Vilhelm Bjerknes’ last Carnegie assistant. For a few years in the 1950s
the group was one among a few leading centers within international meteorology. The
Oslo-environment attracted longer and shorter visits by leaders like Carl-Gustaf Rossby,
Erik H. Palmén, Jule G. Charney, Eric Eady, Norman A. Phillips and others. Many of
the young Norwegian members were invited to work as specialists in dedicated research
groups in the United States (including Ragnar Fjørtoft and Arnt Eliassen who with John
von Neumann at Princeton pioneered on numerical weather forecasting), and Enok Palm
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was invited to give lectures on mountain waves at Department of Meteorology, Univer-
sity of California, Los Angeles, in the academic year 1954-1955, a lecture series that was
motivated by several airplane accidents that had occurred in the mountain driven wavy
flows.

After the mountain waves, Enok Palm worked on various problems relating to stability
of flow. One of them was pattern formation in supercritical Rayleigh-Bénard convection
which he analysed by a set of truncated Fourier series including terms up to cubic interac-
tion. In the analysis he derived a coupled set of amplitude equations for the two preferred
waves where the instability caused both modes to grow (the solution to bifurcate). The
combination of the modes gave the supercritical hexagon pattern. The derivations of the
amplitude equations were a key-point in his analysis. Equally essential is the physical
modeling where he incorporated the kinematic viscosity’s variation with temperature, a
feature that was known from experiments to be important in cellular convection. With the
mathematical model he was, for the first time, able to obtain theoretically the formation of
hexagons in Rayleigh-Bénard convection (published in JFM in 1960).

It is noted that P.G. Drazin and P.H. Reid in their textbook Hydrodynamic stability write
that the first to derive the ’Landau equation’ (referring to Lev D. Landau’s work from
1944) from the system of partial differential equations were Enok Palm (on thermal con-
vection), and J. Trevor Stuart and J. Watson (on plane parallel flows) (all publications in
1960). Regarding Enok Palm’s work that is not true; he worked with a set of equations
for two amplitudes with initial conditions for both. Enok Palm’s analysis is similar to the
now famous model Ed. Lorentz was working on (they knew each other well), developing
a flow model with a truncated set of three equations, and a corresponding set of three ini-
tial amplitudes. To include several initial amplitudes in a Landau equation is not straight
forward.

Theoretical studies of nonlinear instability and pattern formation developed from the
early sixties and have become important research topics within several branches of the
natural science and applied mathematics. Enok Palm expanded on his 1960-work in the
years that followed. Derivation of a set of nonlinear amplitude equations (later he began
working with Landau equations) for analysis of various fluid processes with coefficients
obtained from perturbation analysis was the main angle of attack. Some of the processes
he and his students investigated were linearly stable but unstable to finite amplitude per-
turbations. Thermal convection, perturbation methods and subjects in nonlinear mechan-
ics entered in the regular teaching in hydrodynamics at the University of Oslo from the
1960s.

In 1960 Enok Palm was appointed Professor of Mechanics at the Norwegian Institute
of Technology in Trondheim, now the Norwegian University of Science and Technology.
In 1963 he was back in Oslo, appointed as Professor of Applied Mathematics, a chair that
dates back to 1814 and the time when the University was founded (in 1811). His research
group continued the work on stability problems including pioneering work on algebraic
instability, lift-up effect and transition to turbulence in plane shear flows.

Enok Palm and the IWWWFB
One may say that the oil-age in Norway began in 1971 with the successful produc-

tion start on the Ekofisk field of ConocoPhillips in the North Sea. With this followed a
considerable need to train candidates for the new industry. Enok Palm quickly realized
that students with a background in theoretical mechanics would be highly useful to the
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various jobs that came with offshore engineering. Moreover the industry expressed new
research needs, particularly within the natural sciences. At Department of Mathematics
of University of Oslo which hosts the research group in fluid mechanics (Mechanics Di-
vision) Enok Palm met with the Manager, Jan Erlvang. They together decided that Enok
takes up research and training in relation to the new industrial needs, and the Department
gives priority and funds the activity. This was the start of marine hydrodynamics at the
University of Oslo.

As a first year student at the University the academic year 1976/77 I took the introduc-
tory course in mechanics, lectured by Professor Palm. Besides the classical subjects like
Newton’s laws, conservation of momentum, planetary motion etc., he described glimpses
of his new research on wave analysis of ships and offshore structures. Where I sat listening
in the lecture room, I asked myself, what could be more useful than applying mathemat-
ics skills to such an important dimension, calculating the safety within the new offshore
industry? That was my first encounter with the subject of marine hydrodynamics. Later I
became his student, close colleague and friend.

To take up research on marine hydrodynamics was a start from scratch; Enok really
did a serious job. One of the first things he did was to visit leading research groups in
the field. One such visit was to Netherlands Ship Model Basin where he learned about
the measurements by Johan Wichers, finding that the slow drift motion of a moored ship
had a stronger damping when there were incoming waves than when the sea was calm
(published by J.E.W. Wichers and M.F. van Sluijs in 1979). This problem motivated the
research in marine hydrodynamics at the University of Oslo. He organized colloquia on:
integral equations, second-order radiation and diffraction, slender body theory, nonlinear
waves, Green functions. Another subject was Fritz Ursell’s work on wave reflection from
a submerged cylinder. Enok’s method was the same as he had experienced himself as a
young student; the students were put at work! We all had to present (many!) seminar
lectures, and the rule was, that those students who worked hardest and presented the
most, also benefitted most. Our teacher was always attending the seminar lectures and he
performed a keen, detailed examination of the presenter’s lay-out. When the new course
in marine hydrodynamics was introduced in Oslo the academic year 1980/81, I – as the
youngest in the group of master students – was put to lecture Nick Newman’s book. Our
education was very well taken care of.

What came out as research in marine hydrodynamics from Oslo, after all, is a math-
ematical formulation of the complete slow drift damping problem with a numerical im-
plementation in the code WAMIT (we denote this version by WAMITUIO). The program
is in use by Det Norske Veritas and other companies in the world wide offshore industry.
Problems on wave and current interaction of floating geometries in two and three dimen-
sions occupied the research group, first with me as Enok’s student, and later with Enok
and me together with new students. Enok and I began working on internal waves, also
motivated by industrial needs. Enok contributed regularly to the Workshop from 1987
and co-chaired the 4th. His last was the Spitzbergen-Workshop in 2005.

P.G. DRAZIN & W.H. REID Hydrodynamic stability, Cambridge University Press, 1981.
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Investigation of the interaction between free surface 
flows and marine structures is a classical 
hydrodynamic problem and has a wide range of 
applications in many offshore engineering problems. 
It is difficult to study numerically complex free-
surface evolutions and irregular boundaries. The 
challenge is even harsher if the structure is in motion. 
For example, a flow singularity occurs when a body 
impacts the free surface which gives rise to a high 
pressure peak localized at the spray root and makes 
water entry and exit problems difficult. In recent 
years, the Level-Set Method (LSM) has become a 
popular tool for the modeling of two-phase fluid 
flows due to its simple representation of the surface 
curvature and the ease of its implementation, See 
Osher and Fedkiw (2001) for a review. Due to its 
standard form does not guarantee the overall 
conservation of fluid, especially in regions of high 
curvature, the Hybrid Partical Level Set Method 
(HPLS) of Enright etal. (2002) has been proposed to 
improve its conservation properties and accuracy. 
On the other hand, the Immersed Boundary Method 
(IBM) is popularly used to mimic the boundary 
immersed in the fluid flow. In the IBM, a body force 
is introduced to the momentum equations to enforce 
the boundary condition of the structure in the fluid 
(Fadlun et al. 2000). The IBM has the advantage of 
simplifying the grid generation and its inherent 
simplicity to study moving body (Mittal et al. 2005) 
on fixed Cartesian grids. Furthermore, it is very 
convenient to compute forces acting on a body 
namely lift and drag force, because of its appropriate 
treatment in the IBM. These advantages suggest that 
it is well suited to study problems involving a 
moving body with the free surface flow. 
 
Here, we investigate the applicability of the particle 
Level-Set Immersed Boundary Method (LS-IBM) 
for the simulation of breaking waves with obstacle 

and water entry problem. The incorporation of an 
immersed boundary method with a free surface 
capture scheme implemented in a Navier-Stokes 
solver allows the interaction between fluid flow with 
free surface and moving bodies of almost arbitrary 
shape to be modeled. Dam break past a rectangular 
obstacle is modeled using the present model and the 
simulation results using LS-IBM agree well with the 
experimental results in the literature. The LS-IBM is 
also applied to study breaking waves with obstacle 
of different shape for different purpose. In this paper 
only the dam break past a circle obstacle is shown 
for the purpose of demonstration.  

 

 

 
In the study of 2D wave-structure interactions, the 
incompressible viscous fluid flow is governed by the 
Navier-Stokes equations: 

 
(2.1)              

 
and the continuity equation: 

 
(2.2) 

 
where Cartesian tensor notation is used, (i = 1, 2), uj, 
p and xj are the velocities, pressure and spatial 
coordinates respectively, fi represents momentum 
forcing components, ρ is the fluid density and τij are 
the viscous stress components given by  

                             
 (2.3) 

 
 

where μ is the fluid viscosity. 
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We investigate the motion of two incompressible 
fluids and track the movement of the free surface 
implicitly by the Level Set Method (LSM).  In LSM 
a scalar quantity φ, known as the level set function, 
is specified throughout the domain to represent the 
location of grid cells relative to the surface. Here, we 
define φ to be a signed distance function, which 
measures the shortest distance from the grid cell to 
the free surface (i.e. | φ| = 1) and is positive in one 
fluid phase and negative in the other.  The evolution 
of the level set function φ is governed by 

                                                
(2.4)                                                                   

 
In the governing equations, both ρ and μ vary 
dependant on the local fluid phase properties and are 
smoothed over a small distance ε = 2Δx across the 
surface by use of a Heaviside function H to avoid 
numerical instabilities caused by the sharp gradients 
present. We calculate ρ and μ by 

                      
 (2.5) 

 

where,  
               
 

(2.6)                           
 
 
 

At present, we neglect the influence of surface 
tension since we are currently interested in the large 
scale dynamics of gravity waves. 

 
 

 
The Navier-Stokes equations are discretized on a 
staggered grid with p, ρ and μ defined at grid cell 
centers and the velocity components at cell faces. 
We discretize the temporal gradient with a second 
order Runge Kutta Total Variation Diminishing 
(RK-TVD) scheme. Eqs. (2.1) and (2.2) are 
discretized using a fractional step method.                                                                                                                                 

   
(3.1) 

 

(3.2) 
 

 
(3.3) 

 
where u** is the predicted velocity, fi is the 
momentum forcing used to enforce the desired 
boundary conditions on an immersed boundary 
interface and t is the time step. In discretizing the 
convective term in (Eq. 2.1) it is essential to avoid 
the introduction of numerical instabilities due to the 
sharp density gradient at the surface. We employ 
first order upwinding to ensure stability. The 
diffusive term in (Eq. 2.1) is discretized with a 
second order central difference. The time step is 
restricted by the CFL condition and gravity as 
discussed in Kang et al. (2000). The CFL number for 
our simulations is kept below 0.5.  
 

Accurate solution of the level set equation (Eq. 2.4) 
is crucial to capture the correct surface physics.  
Here, we discretize φ at cell centers and calculate 
velocity gradients with a fifth order HJ-WENO 
scheme (Jiang and Peng, 2000). Temporal gradients 
are resolved with a third order RK-TVD scheme.  
Since only the location of the surface is of interest, φ 
can be solved in a narrow band close to the interface. 
For the HJ-WENO scheme the narrow band occupies 
six cell widths either side of the surface in all 
directions (Peng et al.1999). As φ is evolved in time 
it may deviate away from being a signed distance 
function (i.e. | φ | ≠ 1) requiring reinitialisation. 
Here, we reinitialize φ with an efficient fast 
marching technique at every time step, see Sethian 
(1996) for details.    
 

 
It is noted that the term fi must be determined prior 
to the computation of the predicted velocities u**. 
This term is prescribed at each time step to establish 
the desired boundary moving velocity Vib. For a time 
–stepping scheme, this force can be expressed as  

 
(3.4) 

 
where RSHi includes the convective, viscous, 
pressure gradient and body force of the governing 
equations. If the forcing fi must yield ui
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the immersed boundary where Vib
n+1 is the Dirichlet 

boundary condition at the immersed boundary, the 
forcing is given from the equation below, 

(3.5) 

This forcing is direct in the sense that the desired 
boundary condition can be satisfied at every time 
step but only holds when the immersed boundary 
coincides with the grid. In general, Eulerian grid 
nodes almost never coincide with the immersed 
boundary in practical applications. fi needs to be 
computed at grid points near and not exactly on the 
interface. The value of uf at the forcing points is not 
known and has to be reconstructed using the 
information from the interface and surrounding field. 
In terms of uf that has been predicted by the 
reconstruction, the force on the forcing points can be 
expressed as 

(3.6) 

 
4.1 Dam
 
Fluid flow past a fixed rectangular obstacle is 
simulated to verify that the present LS-IBM 
accurately predicts flow phenomena such as 
separation and wave breaking. In order to compare 
our results directly with the experiments of 
Koshizuka at al. (1995) and numerical simulations of 
Larese at al. (2008) and Gao Mimi (2011), we 
consider a rectangular column of water of initial 
height 2L and width L within a computational 
domain of 4L × 4L (height × length) where L = 
0.072m. An obstacle block with geometry h × 2h, 
where h = 0.024m is used in the experiment and 
numerical simulation, is located at the middle of the 
tank. A schematic view of the problem is shown in 
Figure 1. In this case, we set the immersed boundary 
coincide with the grid line. So the momentum 
forcing term is specified in a way to make the 
velocity magnitude to be equal to the immersed 
boundary velocity at these points. Base on the no-
slip condition on immersed boundary, the velocity 
on these points should be zero. And then we can 
obtain the forcing term which satisfy the desired 
boundary conditions on the immersed boundary.  

  
Figure 1 Sketch of dam break with a rectangular obstacle 

 
Figure 2 comparison of snapshot for the dam break with a rectangular 

obstacle 
 
Figure 2 shows the water profiles at several time 
instants after dam breaks. The numerical results 
using LS-IBM agree well with the experimental 
results and look better than the other two numerical 
simulations. 
 
4.2 Dam
 
To further demonstrate the capability of LS-IBM in 
simulation of arbitrary bodies, another dam break 
example is presented in this section. We choose a 
circular obstacle that consists of many line segments 
of different slopes to verify the capability of the 
interpolation method. The computational domain is 
4L × 4L (height × length) and dam dimension is 2L × 
L (height × width) where L = 0.6m. The radius of the 
circle is 0.19m and the position of the center is 0.6m 
away from the right side boundary and 0.26m above 
the bottom. A schematic view of the problem is 
shown in Figure 3.  
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Figure 3 Sketch of dam break with a circular obstacle 

In this case, the immersed boundary is not aligned 
with the grid plane which makes the problem more 
complicated. The momentum forcing term will act 
only on the points nearest to the immersed boundary. 
In order to render a velocity that is approximately 
equal to immersed boundary velocity for the forcing 
term, an interpolation for the momentum forcing is 
therefore required.  

 
Figure 4 Water profiles at several time instants for dam breaking with a 

circle obstacle 

Snapshots of this case are shown in Figure 4. Good 
performance can be seen. The results indicate that 
the interpolation method is correct and it can be 
implemented successfully for the fluid-structure 
interaction problem. 

The Level-Set Immersed Boundary Method (LS-
IBM) technique has been successfully implemented 
to simulate dam breaking with complex-shape 
obstacles. The results perform well and are in good 

agreement with the available experimental results, 
which show that the IBM is very robust for 
complicated geometries. Now, water entry of a 
moving body is being investigated, and some 
preliminary results have been obtained.  
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A note on added resistance for slow ships ∗

Harry B. Bingham and Mostafa Amini Afshar†

Mech. Engineering, Tech. Univ. of Denmark

E-mail: hbb@mek.dtu.dk, maaf@mek.dtu.dk

Introduction

Rising fuel costs and increased environmental regulation of emissions, combined with a current
over-capacity in the global shipping fleet, have provided a strong incentive for a dramatic reduc-
tion in the operating speed of cargo ships. In particular, many ships are routinely sailing at 10
knots and under these days, which translates to an engine load of as little as 10 to 20% of the
design operating load. This trend towards slow and ultra-slow steaming is expected to continue,
and thus lead to new ship designs with smaller engines and possibly auxiliary wind-propulsion
systems. One consequence of slower design speeds and a reduction in installed engine power is
an increased concern about the ship’s ability to maintain maneuverability and escape a lee shore
under heavy weather conditions. While the calm water resistance of a ship tends to increase at
a rate proportional to ship speed raised to a high power (typically somewhere from 4 to 6), the
added resistance due to waves generally increases only linearly with increasing ship speed. Thus
the lower the design speed the more important an accurate prediction of the added-resistance
becomes.

This abstract reviews the existing methods for predicting the added resistance of a sailing ship,
and highlights the large uncertainties involved in both calculating and measuring this sensitive
quantity. This serves to motivate a recently begun PhD project with the goal of an improved
added resistance tool based on the high-order finite difference approach described by [9, 10], and
references therein.

Methods for Computing Added Resistance

We adopt a Cartesian coordinate system xi = [x1, x2, x3] with origin on the still water level and
the x3 axis vertically upwards. When a ship sails along the x1 axis at a given speed U through
calm water it experiences a constant force

F1 = −R (1)

where R is the calm water resistance. If the ship now sails through a seaway, it will experience
an unsteady force in the x1-direction F1(t). The mean value of this unsteady force over some
time-period T is

F1 =
1

T

∫
T

0

F1(t) dt = −(R+Rw +Ra) (2)

where Rw is the added resistance due to waves and Ra is the added resistance due to wind which
is typically at least an order of magnitude smaller than Rw.

There are basically three methods for predicting F1:

1. Near-Field Pressure integration:

F1 =

∫
Sb

p n1 dS (3)

where p is the fluid pressure and n1 is the x1-component of the unit normal vector to the
body surface Sb.

∗The authors wish to thank the EU 7th Framework Programme (grant # 266030, ULYSSES) for funding, and
the Danish Center for Scientific Computing for supercomputing resources.

†Presenting author
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Figure 1: Convergence for calculations of the added resistance of a Wigley hull at zero forward
speed using WAMIT and both near-field pressure integration and far-field momentum conserva-
tion.

2. Momentum Conservation:

F1 =

∫
Sc

(p n1 + ρu1 niui) dS (4)

where ui is the fluid velocity vector and Sc is a control surface away from the body. Here
the summation convention applies to repeated indices.

3. Energy Conservation: The work done by the ship on the undisturbed waves (per wave
period) equals the average energy flux removed from the wave propagation direction and
sent in other directions.

F1[c+ U cos (β)] = Ave. energy flux sent sideways. (5)

where c is the wave phase speed and β the wave heading angle measured from the x1-axis.

Many particular forms for these relations have been derived over the years depending on the
approximations and assumptions made, and on the numerical methods applied. Common to all
forms however, is the assumption that higher-order potentials do not contribute to the mean force
which can therefore be computed from the first-order solution alone. Most existing solutions are
based either on the strip theory of Salvesen, Tuck & Faltinsen [12] or on 3D Boundary Element
Methods (BEMs).

At zero forward speed, the added resistance (or drift force) can be robustly computed using
3D panel methods and either near-field pressure integration or far-field momentum conservation.
However, much finer resolutions are required to show convergence for drift forces than are necessary
for strictly linear quantities, at least when using near-field pressure integration methods. An
example is shown in Figure 1 which shows the convergence of the drift force on a Wigley hull
computed using the 3D BEM code WAMIT [8] and both near-field pressure integration and far-
field momentum conservation. Here quantities have been non-dimensionalized using the fluid
density ρ, the gravitational acceleration constant g, the ship length L and beam B, and the
incident wave length λ and amplitude A. These results have been computed using the low-order
(constant-strength flat panel) version of the code and N indicates the total number of panels on
the hull. From this plot it is clear that the two methods are converging towards the same result
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Figure 2: Added resistance calculations for a tanker hull at various forward speeds using strip
theory methods.

for all relative wave lengths, but the momentum conservation method does so much faster than
the pressure integration method.

At non-zero forward speed the situation is less satisfying. Two methods are widely applied
to strip theory calculations: Salvesen’s method based on near-field pressure integration [11]; and
the energy conservation method first suggested by Gerritsma & Beukelmann [4]. Figure 2 shows
an example of some converged strip theory calculations for a modern tanker hull at U = 0, 5, 10
and 15 knots calculated using these two methods. WAMIT results for U = 0 are also shown for
reference. Clearly both methods fail completely when U = 0, which is not surprising since the
main assumptions of strip theory are violated in this case. At non-zero forward speed, there is good
agreement between the methods for where the peak response lies but the predicted magnitude of
the force differs dramatically for all but the longest waves and can be almost a factor of two near
the peak.

3D BEM methods are also available for computing added resistance at forward speed; based
either on the time-domain free-surface Green function e.g. [6, 1] or on the Rankine Green function
e.g. [7, 5]. These calculations show a reasonable agreement with experiments in the sense that
uncertainties in the measurements can easily be a factor of two or more; but convergence of the
calculations has so far not been demonstrated. Presumably the quadratic scaling of the solution
effort with increasing resolution associated with BEM methods prevents a true demonstration of
convergence for this sensitive quantity.

A High-Order Finite Difference Method for Added Resistance

Building on ongoing work discussed in [9, 10, 3, 2] we are developing a high-order finite differ-
ence solver for the linear forward speed problem, using both Neumann-Kelvin and double-body
linearizations, which will also give predictions of added resistance. Due to the combination of
high-order numerical accuracy and a linear scaling of the solution effort with increasing reso-
lution, we hope to be able to show convergence for both pressure integration and momentum
conservation methods. At this point we have validated the double-body flow solution and are
currently implementing the radiation and diffraction solutions. Figure 3 shows the convergence of
the double-body m-terms on a translating hemisphere along with a snapshot of the double-body
surface elevation. The slopes of these convergence curves are approximately 4, consistent with the
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Figure 3: Convergence of the double-bodym-terms on a sphere and a snapshot of the double-body
free-surface elevation.

fourth-order finite-difference schemes used in this test case. Further results will be presented at
the workshop.
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LAGRANGIAN MODELLING OF EXTREME WAVE GROUPS

E.V.Buldakov; Department of Civil Engineering, UCL, Gower Street, LONDON, WC1E 6BT, UK

SUMMARY

A 2D Lagrangian numerical wave model is presented and validated against a set of physical wave-flume
experiments on focussed wave groups. The Lagrangian calculations demonstrate good agreement with ex-
perimental results. The model proves to be efficient in modelling both long-term wave propagation along the
flume and strongly-nonlinear waves including initial stages of wave breaking.

1 INTRODUCTION

Numerical simulation of extreme ocean waves implies contradicting requirements to a model. It should be
capable of both accurate modelling of long-term propagation of a dispersive wave and adequate representation
of behaviour of strongly-nonlinear waves including wave breaking. The main difficulty of numerical solvers for
modelling of extreme waves is strong deformation the computational domain. There are different ways of dealing
with this problem. The most powerful models for simulation of strongly-nonlinear and breaking waves are based
on a volume of fluid (VoF) method (e.g. de Jouëtte et al., 1996). These models use a larger computational
domain with cells not occupied by the fluid and introduce an artificial variable describing occupation of a cell.
The boundary between fluid and air domains is not specified exactly but smoothed over several grid cells,
which leads to considerable errors in the dispersion relation. Together with high requirements for computational
resources this makes using VoF methods for modelling long-term processes impractical. The natural way of
modelling strong deformations of a fluid domain is using equations of fluid motion in the Lagrangian form which
though in some cases are more complicated than the Eulerian counterparts, to be solved in a fixed domain of
Lagrangian labels. Lagrangian models are capable of efficient modelling of very steep and overturning waves and
still have advantages for long-term runs since they follow water surface and produce smaller error in the dispersion
relation. Some of the contemporary solvers use mixed approaches utilising certain elements of the Lagrangian
description but they still do not exploit all its advantages. Mixed-Eulerian-Lagrangian (MEL) boundary-integral
Boundary-integral methods (Longuet-Higgins & Cokelet, 1976; Tsai & Yue, 1996) use the linearity of inviscid
irrotational Eulerian formulation and can not be used for flows with arbitrary vorticity. The smooth particle
hydrodynamics (SPH) approach (e.g. Monaghan, 1994) though can be considered as fully Lagrangian is based
on the artificial physical models and has no such a firm theoretical background as the straightforward numerical
solution of Lagrangian equations. Surprisingly, the author could not find many published works where the
fully-Lagrangian formulation would be used for solving water-waves problems. The rare example is the work
of Protopopov (2007) who uses the formal transformation to Lagrangian coordinates for 2D Euler equations,
suggests a numerical method for solving the resulting problem and applies it to selected free surface flows. In
this paper the finite-difference technique is applied directly to Lagrangian equations of fluid motion. A 2D
version of the inviscid finite difference Lagrangian numerical solver is introduced and applied for modelling of
wave groups generated in a wave flume. By the complexity level the considered technique is comparable with
potential Eulerian solvers and far simpler then SPH or VoF methods.

2 LAGRANGIAN 2D WATER-WAVE FORMULATION

We use a 2D inviscid fully-Lagrangian water-wave formulation presented in Buldakov et al. (2006) describing time
evolution of Cartesian coordinates of fluid particles x(a, c, t) and z(a, c, t) as functions of Lagrangian labels (a, c).
The formulation includes the Lagrangian continuity equation and the Lagrangian form of vorticity conservation

∂(x, z)
∂(a, c)

= J(a, c) ;
∂(xt, x)
∂(a, c)

+
∂(zt, z)
∂(a, c)

= Ω(a, c) , (1)

and the dynamic free-surface condition
xttxa + zttza + g za

∣∣
c=0

= 0 . (2)

Functions J(a, c) and Ω(a, c) are given functions of Lagrangian coordinates. J(a, c) is defined by initial positions
of fluid particles associated with labels (a, c). If initial positions of fluid particles are used as Lagrangian
labels then J = 1. Ω(a, c) gives the vorticity distribution and for an irrotational flow Ω = 0. Lagrangian
formulation does not require the kinematic free-surface condition which is satisfied by specifying a fixed curve
in the Lagrangian coordinates corresponding to the free surface, e.g. c = 0. A specific problem within the
general formulation is defined by boundary and initial conditions. Conditions describing a wave flume used in
this paper are specified as follows. We use the rectangular Lagrangian domain with c = 0 being the free surface
and c = −h being the bottom. The known shape of the bottom provides the condition on the lower boundary
of the Lagrangian domain For the case of a flat bed of depth h we have z = −h. On the right boundary of the
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Lagrangian domain a = amax a given motion of a vertical wall represents the motion of a piston wavemaker:
x(amax, c, t) = amax + Xwm(t) , where Xwm(t) is a prescribed motion of the paddle, and we have a solid vertical
wall on the left boundary x(amin) = amin. Positions and velocities of fluid particles must be supplied as initial
conditions, e.g. still water conditions.

3 NUMERICAL MODEL

The problem formulated in the previous section is solved numerically using a finite-difference technique. Since
equations (1) for internal points of the domain include only first order spatial derivatives a compact four-
point Keller box scheme can be used for finite-difference approximation of these equations. Values of unknown
functions x and z on the sides of the stencil box are calculated as averages of values at adjacent points and then
used to approximate derivatives across the box by first-order differences. The scheme provides the second-order
approximation for the central point and uses only 4 mesh points in the corners of the box which makes the
resulting solver less demanding for memory resources. Time derivatives in (1) are approximated by second-order
backward differences. Spatial derivatives in the free-surface boundary condition (2) are approximated by second-
order central differences and special attention must be paid to approximation of second time derivatives since it
defines the form of the numerical dispersion relation and is crucial for the overall stability of the scheme. For
simplicity let us consider a case of continuous spatial field in (1-2) combined with discrete time approximation
in (2). Let us approximate second derivatives by 3-point backward differences and expand this approximation
to Taylor series with respect to a small time step τ . We get

(f(t − 2 τ) − 2 f(t − τ) + f(t))/τ2 = f ′′(t) − τ f ′′′(t) + O(τ2) . (3)

The approximation is of the first order with the leading term of the error proportional to the third derivative
of a function, which gives the main contribution to the error of the dispersion relation. Under an assumption
of small perturbations we represent unknown functions in the form x = a + ε ξ(a, c, t); z = c + ε ζ(a, c, t) and
keep only linear terms of expansions with respect to the small displacement amplitude ε → 0. Introducing a
displacement potential φ: η = ∂φ/∂a; ζ = ∂φ/∂c we satisfy the vorticity conservation to the first order and
the corresponding approximation of the continuity equation is the Laplace equation for φ. The dynamic surface
condition (2) becomes

φ′′
a + g φac − τ φa

′′′ = O(τ2) , (4)

where dashes denote time derivatives and only the leading term of the approximation error from (3) is taken into
account. To derive the numerical dispersion relation we are looking for a solution in the form of a regular wave
in deep water: φ = ei k a ek c ei ω t , which satisfy the Laplace equation. The dynamic condition (4) is satisfied
when a dispersion relation connecting ω and k is valid. Similar analysis can be performed for higher orders of
approximation of the derivatives. Below is the summary of dispersion relations obtained for orders n = 1 . . . 4:

ω =
√

gk (±1 + 1
2 i τ̂ + O(τ̂2) ) ; ω =

√
gk (±1 ∓ 11

24 τ̂2 + 1
2 i τ̂3 + O(τ̂4) ) ;

ω =
√

gk (±1 − 5
12 i τ̂3 + O(τ̂4) ) ; ω =

√
gk (±1 ± 137

360 τ̂4 − 19
24 i τ̂5 + O(τ̂6) ) .

Here we use a non-dimensional expansion parameter τ̂ =
√

gk τ . As can be seen, the first-order scheme (top left)
introduces numerical viscosity proportional to τ̂ which leads to fast decay of perturbations and is not acceptable
for long-term modelling. The higher-order schemes (second row) include terms proportional to −i, leading to
grows of perturbations and making the numerical scheme unstable. We therefore use the second-order scheme
(top right), which incorporates a numerical error to dispersion at the second order τ̂2 and weak dissipation at
the third order τ̂3. The overall numerical scheme is therefore of the second order in both time and space.

A fully-implicit time marching is applied, and Newton iterations are used on each time step to solve nonlinear
algebraic difference equations. To reduce calculation time the inversion of a Jacobi matrix during Newton
iterations is made at a first iteration and when iterations start to diverge. Otherwise the previously calculated
inverse Jacobi matrix is used. Usually only one inversion per each time step is required. An adaptive mesh is used
in the horizontal direction with an algorithm based on the shape of the free surface in Lagrangian coordinates
z(a, 0, t) to refine mesh at each time step in regions of high surface gradients and curvatures. Constant mesh
refinement near the free surface is used in the vertical direction Convergence tests were performed for some of the
cases. The scheme demonstrate convergence for all parameters: number of computational points in horizontal
and vertical directions and time step. Compromising between accuracy and computational resources we use
201 × 21 computational mesh and 0.002 sec time step for most calculations in the paper, which required about
5 sec of computational time of a standard PC for each time step. For highly-nonlinear stages of flow with
development of wave breaking a higher number of spacial points and a smaller time step were used.
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Figure 1: Linearised spectra of experimental wave groups at a focus point. Amplitude (left) and phase (right).
Solid– A = 2.5 cm; dashed– A = 5 cm; dash-dotted– A = 7.5 cm.

4 EXPERIMENTS

Experiments on generation and propagation of focussed wave groups were performed in a coastal wave flume
of the Civil Engineering department at UCL. The flume has the width of 45 cm and the length of the working
section between two piston wavemakers is 12.5 m. A paddle on the right end of the flume is used as a wave
generator and the opposite paddle as an absorber. Center of the flume is used as an origin of the coordinate
system with the x-axis directed towards the wave generator positioned at x = 6.25 m. Water depth over a
horizontal bed of the flume was set to h = 40 cm. The flume paddle uses a control system operating in frequency
domain with force feedback which allows precise control and partial absorption of reflected waves. Input of
the control system is the linearised amplitude spectrum of the generated wave at the center of the flume. The
control system uses discrete spectrum and generates periodic paddle motions. For our experiments we use an
overall return period of 64 sec, which is the time between repeating identical events produced by the paddle.
Wave propagation was monitored by a series of resistance wave probes measuring surface elevation. Motion of
the paddle had also been recorded. Each of experimental runs included 6 return periods. It was assumed that
the periodic wave system with the return period of 64 sec is established in the flume after the first period. The
data for the first return period was neglected and the rest of the data was averaged between the following 5
periods. Each of the runs was repeated at least 3 times at and high level of repeatability was demonstrated.
For each spectrum two waves with constant phase shift of π were generated: peak and through focussed waves.
The corresponding data records were used for harmonic analysis of signals. Even harmonics were found as a
half-sum of peak and trough focussed signals, and odd harmonics as their half difference (Taylor et al., 2004).
The dominating part of the odd-harmonic signal is due to a linear part of the spectrum. The form and the
amplitude of the linearised spectrum completely define the wave. Our aim is therefore generating wave groups
with a prescribed linearised spectrum focussed at x = 0. Paddle control does not account for dissipative and
nonlinear effects, and a spectrum of an actually generated wave group differs from an input spectrum of the
control system. We use the following iterative procedure to generate waves of desired spectrum focussed at the
center of the flume:

an
in(ω) = an−1

in (ω) atgt(ω)/an−1
out (ω); φn

in(ω) = φn−1
in (ω) + ( φtgt(ω) − φn−1

out (ω) ) , (5)

where an
in(ω) and φn

in(ω) are input amplitude and phase of the spectral component at frequency ω for iteration n;
an
out(ω), φn

out(ω) are amplitudes and phases of the corresponding spectral components of a linearised spectrum of
a generated wave at the center of the flume (focus point), and atgt(ω), φtgt(ω) are target spectral components.
We applied the iterative procedure (5) to generate a Gaussian wave group with peak frequency of 1Hz focussed
at the center of the flume and having linear focus amplitude of 2.5 cm. Then we use the same input spectrum
to generate higher amplitude waves with linear focus amplitudes A of 5 and 7.5 cm. The resulting waves are
of tree distinct types: weakly non-linear, moderately non-linear and strongly non-linear breaking waves. Their
linearised spectra at x = 0 are shown on figure 1. As can be expected, non-linear defocussing and transformation
of linear spectrum can be observed for higher amplitude waves.

5 RESULTS

The numerical Lagrangian model introduced in Sections 2,3 have been used to simulate wave flume experiments
described in the previous section. Parameters of calculations correspond to experimental parameters and lin-
earised experimental records of motion of a wave generator had been used to generate waves in the numerical
wave flume. Figure 2 demonstrates the excellent comparison between experimental and computational results
for amplitude spectrum and time history of surface elevation at the focus point x = 0 for a moderately steep
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Figure 2: Comparison of experimental (solid) and calculated (dashed) results for surface elevation at x = 0 for
a wave group with A = 5 cm. Left– full amplitude spectrum; right– time history.
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Figure 3: Left: wave profiles for wave groups of different amplitudes at t = −1.7 sec. Right: development of a
micro-plunger at the crest of a breaking wave starting from t = −1.8 sec, time between profiles is 0.01 sec.

wave of A = 5 cm. Wave generation process starts approximately 10 sec before the linear focus time t = 0
and the distance between the focus point and the wave generator is 6.25 m. We therefore can see that the
model is capable of adequate modelling of propagation of nonlinear dispersive waves for time scales of several
periods and length scales of several wave lengths. For a high amplitude wave (A = 7.5 cm) wave breaking was
observed in the experiment. Modelling of spilling breaking is beyond the capability of the current version of the
Lagrangian solver and the computational process for this wave breaks down at t ≈ −1.7 sec. However, as can
be seen from Figure 3 the model generates a realistic near-breaking profile with developing a micro-plunger at
the wave crest. These results can give valuable information on kinematics of pre-breaking wave which can be
used for calculating loads of such waves on structures. To conclude, the Lagrangian numerical model provides
a powerful and effective tool for modelling strongly-nonlinear waves. The model demonstrates good agreement
with experiments. It is efficient in modelling both long-term wave propagation along the flume and developing
of extreme waves including initial stages of wave breaking.
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The notion of design wave is usually used by engineers to dimension various coastal
structures7, even if there is a difficulty in determining the wave height to be used in semi-
empirical formulas for the pressure field. In general, by considering an idealized simple
monochromatic wave component with amplitude a0, its wave height can be trivially com-
puted to be H0 ∼ 2a0, and consequently the design wave. Here we show that even a simple
monochromatic sea state, subject to nonlinear dynamics on the flat bottom, can produce
much higher amplitudes on a vertical wall. This suggests that the concept of design wave has
to be revisited. Moreover, recalling that 89% of reported past freak wave events happened
in shallow waters or coastal areas9, our work can shed some light onto the extreme wave
events in the shallow water regime.

One of the most important questions in water wave theory is the understanding of wave
interaction and reflection. We describe the wave propagation of the free surface of an
incompressible homogeneous inviscid fluid, through the fully nonlinear Serre–Green–Naghdi
(SGN) equations8,12. We consider a two-dimensional wave tank with a flat impermeable
bottom of uniform depth d = const, which is filled with an incompressible, inviscid fluid.
The Cartesian coordinate system Oxy is chosen such that the axis Oy points vertically
upwards and the horizontal axis Ox coincides with the undisturbed water level y = 0.

The SGN system reads2,4:

ht + (hu)x = 0, (1)

ut +
(
1

2
u2 + gh

)
x
= 1

3
h−1

[
h3

(
uxt + uuxx − u2x

)]
x
, (2)

where h(x, t) := d + η(x, t) is the total water depth (η(x, t) being the free surface elevation
with respect to the water level), while u(x, t) is the depth-averaged horizontal velocity, g is
the gravity acceleration. The model has been previously validated by extensive comparisons
with experimental data for wave propagation and run-up5.

In our numerical experiments we consider a flat channel of length �, bounded on the
right by a rigid vertical wall and by a wavemaker on the left. Hereinbelow we will use the
dimensionless variables in which all the lengths are normalized with d, speeds with

√
gd and

time with
√

d/g. This scaling is equivalent to setting g = 1 m/s2, d = 1 m in the governing
equations (1), (2).

In order to solve numerically the SGN equations we use a high-order finite-volume
scheme5, while for time integration we use the fourth-order Runge–Kutta scheme. The
computational domain is divided into equal intervals (i.e. control volumes) such that we
have N = 1000 control volumes per wavelength. The initial conditions are the state of rest
η(x, t = 0) ≡ 0 , u(x, t = 0) ≡ 0. On the wavemaker we generate a monochromatic incident
wave η(x = 0, t) = η0(t) = a0 sin(ωt)H(T − t), where T represent the final generation time
and the amplitude is fixed to the value a0 = 0.05, ω ∈ [0.01, 0.25], and H(t) is the Heav-
iside function. We generate only a finite number Nw of waves with period T0 = 2π/ω, say
T := NwT0. The length � of the computational domain and the final simulation time Tf are
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FIG. 1. Time evolution of the free surface elevation as a function of space, at three different times,

left column two-wave case, right column three-wave case. The lower panel reports the maximal

elevation at the wall R�/a0 as a function of time.

chosen adaptively in order to allow all important interactions and to prevent any kind of
reflections with the left generating boundary:

� = (Nw + 1

2
)λ0, Tf =

�√
g(d+ a0)

+ T, (3)

λ0 being the wavelength corresponding to the frequency ω.
We begin our experiments by considering a single sinusoidal wave interacting with the

solid wall. The maximal wave elevation Rmax � 0.10245 on the wall reaches roughly twice
the incident wave amplitude a0 = 0.05 (at t � 70). This result is in a good agreement with
previous numerical studies on solitary waves interactions1,3,10 even if the incident shape is not
exactly the same. The maximal relative run-up Rmax/a0 � 2.34 is achieved for ωmax = 0.145.
The value of Rmax is slowly decreasing for ω > ωmax.

The dynamics of two waves injected into the domain is similar to the single wave case,
but the nonlinear effects become even more apparent (see Figure 1). In a certain range of
wave periods (ω ∈ (0.01, 0.05)), when the second wave impinges on the first reflected wave,
a so called dispersive shock wave forms and propagates towards the wall6,11. The maximal
amplification is achieved when the second wave hits the wall (cfr. last panel of Figure 1),
an effect due to nonlinear interactions between two counter-propagating waves:

Rmax/a0 � 3.8, for ω = 0.021. (4)

High run-up values are possible due to the energy transfer between the first reflected wave
and the second incoming wave.

The three regimes (hyperbolic, equilibrium and dispersive) are described on Figure 2,
where we show the space-time dynamics of the three-wave system. The left panel shows the
hyperbolic regime, on the central panel strong dispersive shocks can be observed, while on
the right panel the dynamics is smooth due the dispersion. In the last case the amplification
is mainly produced by the linear superposition of the incident and reflected waves. The
reflection and interaction are clearly observed by smooth secondary peaks in the space time
plots (see Figure 2). Wave interactions described above depend strongly on the frequency
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FIG. 2. Upper row space-time evolution plots for three incident waves case shown for three partic-

ular values of the wave frequency ω, lower row Time evolution of the wave run-up on the vertical

wall for the three incident waves case recorded for several values of the incoming frequency ω. The

maximum run-up is achieved for ωmax ≈ 0.0315.

ω of the impinging waves. The dependence of the maximal run-up Rmax on the incident
wave frequency ω and the number Nw of incident waves is shown on Figure 3, the optimal
energy transfer due to dispersive shocks happens for three incident waves. In this case the
maximal run-up is observed around ωmax = 0.035 and the amplification is equal to Rmax/a0 �
5.43. However, the energy transfer process is saturated for three waves. As the wave
frequency increases, the wavelength shortens and the dispersive effects become gradually
more important. Around ωmax the dispersive effects are balanced with nonlinearities to
produce the most pronounced dispersive shock waves. Starting from ω � 0.11 waves become
smooth due to dispersive regularization.

More general wave groups have to be studied in future investigations to unveil their
potential for focussing on the walls. In addition, we are going to investigate the effect of
the forces exerted by incident waves on vertical obstacles, which can be different from the
purely kinematic amplitude focussing presented in this study. In other words, it is not
clear whether the highest wave will produce the highest dynamic pressure spike on the wall.
The effect of the wave amplitude is to be investigated as well since all the processes under
consideration are highly nonlinear. Some theoretical explanation of these phenomena is
also desireable. However, the difficulty is rather high because of important nonlinearities
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frequency for different numbers of incident pulses: 1 (squares), 2 (circles), 3 (triangles) and 4 (solid
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mentioned hereinabove. We claim that no linear theory is sufficient to provide a satisfactory
explanation of the reported phenomenon.
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� ����� �
� �����
�
����	��� ��
�������� (��� �3�*" #� ��� �
������� 	� ���������� �������� 6�� �	7� ��8����	� �� 
����

�
���
���� �	
 �������� 
���	��� ���� ��� �� 0 < α < 1 � ��� α$ 	
��
 ��
������� 	� f = f(t)� ����� Dαf �
�� ����� ��

Dαf(t) =
1

Γ(1− α)

∫ t

0

df(τ)

dτ

dτ

(t− τ)α
(�*

���
� Γ �� ��� ����� � ����	�"

9!" � ��� ��  ��� �	 �	��� ��� ����	������� ������� �	
�� Fv �� ����� 	� ��� �	����� ���� 
�����	�

Fv = cDαδ (�*

���
� δ �� ��� ������������� ��� c ��� α �
� �	������� ����� ������ 	� ��� ����	������� ����
���"

� ������
	� �������
��
.��  � �	�����
 ��� ��
����� ����
 ���
� 	� ��	 
���� ����
�� 	� 
��� � R ���� �
� �	����� �� � ����	�������
����
���: ���� ��� 0 < α < 1 ������� 	� 9!" � (��� '��" �(�**" 2���	�	 ��� �	 [4]� [5]� ��� �! ���	�� 	�
�	��	�� �	��	� �
	� ;���	�7� ���<

m1z̈1 + cDαδ + Fh = 0 ()*

m2(z̈1 − δ̈)− cDαδ = 0 (,*

∗����������	�
 ������
���� �� �� ���� ���	� ������� ��� ������	� ��� � �� ����	�� �� �� ����	�� ��	�� �� 
������	��� �����	����
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Fh(z1, ż1) =
d

dt
(M(z1)ż1), M(z1) = 4

√
3ρ(Rz1)

3/2 ���

����� ρ �� ��� ������� �
 ��� ����� ��� M(z1) �� ��� ����� ���� �
 ��� �������� ����� ��� �����������
�� ��� ���� ��������� ��  !"#$

� �� ������ �	
��	��	��
%� �� ��� ���� ���������� ��� ������������ �
 ������ ������ ����� ����� �� �� �������� ���� �� ��
���������$ &�� ������� 	������ ������ �
 ��� ����� ������� ���� ��� Ts(0) = 1

2
(m1 + m2)v

2

0
� ����� v0

�� ��� '������� �� ��� ������� �
 ������ �� ��� �������� ����������� �� ��� ���	 �
 ��(���� ���� �� ��
�������� ������� �� ���� )��� ��� �������� ��������� ��� �� ��� '����������� ������$ &��� ������
��� 
�������� ������ ������� Ts(t)+Tb(t)+Tj(t)+�(t) = Ts(0)� ����� Tb(t) =

1

2
M(z1(t))ż1

2(t) �� ���

	������ ������ �
 ��� ���	 �
 ��(���� Tj(t) =
∫ t
0

1

2

dM(z1(τ))
dτ ż1

2(τ)dτ �� ��� 	������ ������ ���� �� �������

�� ���� )��� ����  !"#�� ��� �(t) = 1

2
c(Dα/2δ(t))2 �� ��� ������ ���� �� ��������� �� ��� '�����������

���������� ����  *#�$

� ����	��� 
	����	��

% ����� +������ ��������� ������ ��� 
���� �� �� �������� �� ��������� ��� ������ �
 �������� 
���,
������ ��-�������� �(�������� ����� �� ��'�� �� +(�$ �.� ��� �/�� ��� �� �� 
������ ��� ���� ������� �

��� ������� (��������� �� �� ��� ������ ������� ���� ����$ !��� , !�
��$ 0� �������������� 
���� +(�$
�.�� �/� ��� ��� ������ ������� ��� �������'��� ������� ��

¨̄z1 +
γ

1 + λ(z̄1)
D̄αδ̄ +

1

β + μ(z̄1)

dμ(z̄1)

dz̄1
˙̄z1
2
= 0 �1�

( ¨̄z1 − ¨̄δ)− κγD̄αδ̄ = 0 �2�

φs + φb + φs + ψ = 1 �*�

���� ��� 
�������� �������������� '�������� ��� ���������3 μ(z̄1) = (3
√
3/π)z̄1

3/2� λ(z̄1) = μ(z̄1)/β�

φs = Ts/Ts(0) =
κ ˙̄z21+( ˙̄z1− ˙̄δ)2

(κ+1)
� φb = Tb/Ts(0) =

3κ
√
3

πβ(κ+1)
z̄1

3/2 ˙̄z1
2
�

φj = Tj/Ts(0) =
9κ

√
3

2π(1+κ)

∫ t
0
˙̄z3
1
(τ)

√
z̄1(τ)dτ � ψ = �/Ts(0) =

κγ
κ+1

(D̄α/2δ̄)2

β = ρ1/ρ� γ = (cvα−2

0
)/(m1R

α−2)� κ = m1/m2 = ρ1/ρ2� z̄1 = z1/R� δ̄ = δ/R� ż1 = dz̄1/dt̄ =

(dz1/dt)/v0� ¨̄z1 = d2z̄1/dt̄
2 = R/v2

0
(d2z1/dt

2)� ¨̄δ = d2δ̄/dt̄2 = R/v2
0
(d2δ/dt2)� D̄αδ̄ = Rα−1/vα

0
(Dαδ)$

ρ1 ��� ρ2 ��� �������'��� ��� ������� �
 ������ ! ��� 4$

� �	
�

	��
&��� ��� �������� ���� ������� �������������� ���������� ��� ��������� �
 
���������,����� �-����
������ ��� ����� �
 ��� ����� ����� ������$ % ���������� ��������� ����� ��� ������� ��� ��
'������ α� ��� 
���������,����� �
 ��� ����'���'�� �� ��� ����� �
 [0, 1[ � 	����� κ = 1� β = 0.1 ���
γ = 10 �� �5��$ ��� !��� ����� ��� ������������ ���� ������� �
 ��� �������� ������ ����������
��� ����� ���
���� 
�� ��5 �������� '����� �
 α$ 0� �� ����������� �� ������ ����� ������ ��� ���������
������ �
 +(�$ �1� , �2�� ��� ������������ ��	 �5������ � ���	 ��������� �� α� ��� ���������� ��
��������� �� α ���������$ &��� �� ������� �������� �� ���$ !���� ����� ��� ������������ ��	 �� ������
�� 
������� �
 α$ 6���'��� ��� ����������� ��������� �
 ��� ������� �������� ����� ������ )��� �
���
��� ������������ ��	� �������� ������ �� α$ &��� �� ��������� ���������� ����� ��� 
���������,�����
���������� ��� �� ���� �� ����� �� ��� ���������� ������ 
��� ��� ����� ������� ����� α = 0 , ���������
����������� ���������� �� ��� ����� '������ ����� α = 1 , ���,����������� ���������$ 7�	������ ����$
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1 Introduction 

It is the purpose of this study to present a newly developed robust and efficient solution of the wave resistance 
problem of immersed prolate spheroids moving under regular waves with constant forward speed. Here the term 
“wave resistance” is associated with the coupled forward speed and wave impact problem, the latter being 
directed to the spheroid under arbitrary heading angle. Parts of the investigated subject were partly treated in the 
past by several authors who, however, isolated the two major contributions, namely the forward speed and the 
wave effects. In this context Havelock [1] approximated the wave resistance of prolate and oblate spheroids 
using Lagally’s [2] theorem (without mentioning Lagally in this connection) using the axial source distribution 
corresponding to the motion of the spheroid in an infinite mass of liquid. Farell [3] expanded the sources 
distributed on the surface of the spheroid into series of spheroidal harmonics and reported significant 
differentiations compared to Havelock’s [1] predictions. Wu and Eatock Taylor [4-5] used Farell’s [3] approach 
to tackle the diffraction (only) problem assuming (only) frontal wave heading.   

Here a solution to the complete problem is presented (waves and forward speed) which we achieved by 
employing Miloh’s [6] image singularities.  

 
Fig. 1 3D image of a prolate spheroid below the free surface (non-axisymmetric case) with a/b=6. 

2 Multipole expansions in curvilinear coordinates for surface waves 

The concerned spheroidal body is considered immersed at a distance f below the undisturbed free surface (Fig. 1). 
The non-axisymmetric case is considered meaning that symmetrical axis (x-axis) is parallel to the free surface.  
Using left-handed Cartesian (x, y, z) coordinates, fixed on the free surface with z pointing downwards we start 
with the following well known Fourier expansion for the fundamental Green’s function of the Laplace equation  

0

)sincos(
222

dd
2
1

)(

1 kae
fzyx

ayaxikfzk  (1) 

Page 25 / 236



28th IWWWFB, L’ Isle sur la Sorgue, France 2013 

 

The common linearized free-surface boundary condition for the velocity potential, in the case of time-harmonic 
oscillations with frequency , including a forward motion with constant velocity U along the x direction, is  

0
2

z
g

x
Ui , (2) 

 to be applied at z=0 with g being the gravitational acceleration. Eq. (2) can also be cast to  

0cos
2

z
akK , (3) 

where gU /2  and gK /2 . Hence the Green’s function can be written as  

0

)sincos()(
222

dd),(
2
1

)(

1),,( kaeakQ
fzyx

zyxG ayaxikfzk , (4) 

where  

kakK

kakKakQ 2

2

cos

cos),(  (5) 

Clearly for =0 (U=0) we recover the diffraction problem whereas for K=0 ( =0) we get the forward speed 
(wave resistance) problem. The former case applies directly to the radiation problem as well by replacing the 
Neumann boundary condition on the spheroid by  

i

i
R n
n

)(
; i

i
R nr
n

)3(
, for i=1,2,3, (6) 

where the index R is used to denote the radiation potential, r  is the position vector (with respect to the origin) 
and ni denotes the unit vector in the direction i. The boundary conditions involved in (6) describe all six radiation 
problems. Finally, in order to satisfy the far-field Sommerfeld radiation condition, the following notation is used 
in (4) and in the sequel,  

)(d)(d)(

00

Fik
k

kFPVk
k

kF , (7) 

where the acronym PV is used to denote Cauchy’s Principal Value Integral. 

3 Prolate spheroidal coordinates – non axisymmetric case 

A prolate spheroidal ( , , ) coordinate system is defined, with an origin at a depth f below the undisturbed free 
surface such that the spheroid is assumed to be fully submerged. We also define =coshu, =cos , where 0 u , 
0  and 0 2 . The transformation from prolate spheroidal to Cartesian coordinates is x=ccoshucos , 
y=csinhusin sin , z=csinhusin cos . Hence, x=c  and z+iy=c( 2-1)1/2(1- 2)1/2ei , where c represents half the 
distance between the two foci of the spheroid. In terms of the semi-major a and semi-minor b axes of the 
spheroid, c is expressed as c=ae where e=(1-(b/a)2)1/2 denotes the eccentricity. It is noted that in the following 
analysis c was taken equal to unity and thus it is used as a reference length scale. For manipulating the original 
Green’s function (see Eq. (4)) in prolate spheroidal coordinates we use a most useful relation which was 
originally suggested without proof by Havelock [7] and later rigorously obtained by Miloh [6]. The concerned 
relation expresses any exterior spheroidal harmonic in terms of prescribed singularities disturbed on the major 
axis of the spheroid between the two foci. In particular Havelock’s formula for the present case may be written 
as  
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where m
nP , m

nQ  denote the associate Legendre functions of the first and the second kind with order m and 
degree n. Accordingly,  using the proposed approach one can readily express the  Green’s function  as 
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where  
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It should be noted that the above relations assume that the direction of the vertical coordinate has been reversed 
showing upward. To enable feasibility of numerical computations Eqs. (9)-(10) should be further manipulated. 
To this end exp(-ik cosa) is expanded into a Taylor series and a most useful relation that can be found in 
Gradshteyn and Ryzhik [8, p. 772] is employed. Hence the next representation of Green’s function reads  
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where 
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Note that the dependence on the vertical coordinate was transformed to be expressed in terms of the z* axis fixed 
on the center of the body. 

In order to allow the employment of the zero velocity condition on body’s surface the exponential term in Eq. 
(11) must be cast to spheroidal harmonics. To this end a most useful relation shown by Havelock [9] will be 
applied. This is  
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where js is the spherical Bessel function of the first kind and  
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The final form of Green’s function now becomes  
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and mt
nsC~  is obtained through the former after replacing )(aNt  by )(~ aNt . The calculation of mt

nsC  and mt
nsC~  

coefficients virtually completes the solution to the problem and the scattered potential is obtained by the 
following multipole expansion in prolate spheroidal coordinates  

0 0 0 0
)()(sin~cos)()(),,(

n

n

m

t
s

t
s

s

s

t

mt
ns

mt
ns

imm
n

m
n

m
n PPtCitCeQPA  (17) 

Page 27 / 236



28th IWWWFB, L’ Isle sur la Sorgue, France 2013 

 

The unknown expansion coefficients m
nA  are derived by employing the zero velocity condition on the wetted 

surface of the spheroid. Eq. (17) represents a global formulation that covers all possible cases, namely the 
diffraction problem (U=0), the wave resistance problem ( =0) and the complete forward speed and wave impact 
problem (U 0, 0). In fact only Q(k,a) need to be changed whilst for the diffraction and the wave resistance 
problems is reduced respectively to  

kK
kKakQ ),( , 

ak
akakQ

2

2

cos/1

cos/1),(   (18) 

The most challenging part as regards the computation of mt
nsC  and mt

nsC~  is the numerical evaluation of Cauchy’s 
Principal Value Integral involved in the infinite series of Eq. (16). However special attention must be given to 
the singularity that occurs at a=± /2. For the diffraction problem this can be easily avoided adopting the 
ascending series of Bessel function. This however will make the expressions that provide mt

nsC  and mt
nsC~  much 

more complicated. In particular the former will be given by  
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that allows separate integrations oven a and k. For the coupled forward speed and wave heading problem one 
must find the roots of the denominator in Eq. (5). In that case the numerical implementation requires the 
calculation of two Cauchy PV integrals in terms of the roots  

a
aKaK

2

2/1

2,1
cos2

cos411cos2   (20) 

The roots 1,2 must be real regardless a. This condition is always satisfied if U/g<1/4 and that finding is in 
compliance with the requirement for the existence of an upper bound for the critical frequency c=0.25g/U of 
oscillating singularities [10] where the classical linearized solution yields infinitely large wave amplitude. 

Some numerical examples for prolate spheroids of different submergence depth and slenderness ratio will be 
presented at the Workshop together with a comparison against Farell’s [3] and Havelock’s [1] approximations.  
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INTRODUCTION

With the intensification of the global energy crisis, the development of marine renewable
energy is attracting increasing attention. To achieve the renewable energy targets, a rigorous
approach is required leading to the better design of wave energy converters with increased
efficiency. Wave loading is a key factor to be considered for structural design. Either over-
predicted or under-predicted loading would cause severe consequences. Over-predicting the
loading will lead to overdesign and then very expensive structures. The consequence of
under-prediction may even more dangerous and expensive - leading to under-design and
structural failure.

The use of Computational Fluid Dynamics (CFD) codes is becoming increasing important in
engineering design work. The free, open-source library for continuum-mechanics problems
known as OpenFOAM is suitable for solving complex free-surface motions (Weller et al.,
1998). It has been applied to coastal engineering successfully by Morgan et al. (2010, 2011).
The experimental results for the propagation of monochromatic waves over a submerged bar
have been reproduced in his numerical simulations, with up to 6th order harmonics correctly
modelled.

This research is focussed on the assessment of how OpenFOAM performs when applied to
non-linear wave interaction with a vertical surface piercing cylinder, a typical representation
of an offshore wind turbine foundation. A few new functions have been developed to advance
wave generation and wave absorbing capabilities of the model. A series of experiments
performed in the Danish Hydraulic Institute’s shallow water basin in 2009 have been
reproduced using OpenFOAM to test the accuracy of the model predicting wave-structure
interaction problems. The decomposition of the measured signals into harmonics has also
been carried out to examine the effects of wave and loading nonlinearity.

VALIDATION AND RESULT DISCUSSIONS

The experiments were performed at the Danish Hydraulic Institute, details were given in
Zang et al (2010). The shallow water basin (35m x 25m) was used for the tests with a water
depth of 0.505m. A cylinder of diameter 0.25m was suspended from a rigid frame, leaving
only a 1mm gap beneath to the bed of the basin. The total horizontal hydrodynamic force on
the cylinder was measured via a load cell, and 19 wave gauges were placed to monitor the
wave-field around the cylinder. The layout for the wave gauges can be seen in Figure 1. The
numerical results for the free surface elevations at wave gauges of 1, 5, 9, 13, 17 and 19, and
the horizontal force on the cylinder have been compared with experimental measurements for
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several cases, of which two cases will be discussed in this paper. These two cases correspond
to the same slenderness (ka=0.37) and same kD (1.39) for the cylinder, but have different
steepness (kA1=0.1, and kA2=0.2). Here k is wave number, a is cylinder radius, D is water
depth and A is wave crest with A1=0.035m, A2=0.07m. For both cases, wave period is 1.22s.

Figure 1: The arrangement of wave gauges in the wave tank

In the numerical simulations, a few key factors have been examined to ensure accurate
reproduction of the experiments. As the wave generation in the numerical model is via the
flux into the computational domain through a fixed vertical wall, different from wave
generation by piston paddles in the experiments, a careful match between experiments and
numerical models for the first wave gauge (0.77m from the paddle) was made to ensure the
incoming waves in the numerical tank are very close to the waves generated in the
experiments. Wave focus time, focus distance and phase angle are all carefully chosen to
match the experiments. A damping zone is also added in the computational domain to avoid
reflection at the downstream end of the numerical tank.

Time series of experimental and numerical free surface elevations at a few locations along the
central line for the cases with cylinder in place are given in Figure 2. Note that the wave
gauge 19 is placed close to the side wall of the numerical tank for a second check of the
incoming waves. At location of wave gauge 9, which is 2mm in front of the upstream
stagnation point of the cylinder, all wave components are in phase and the wave group
produces a large energetic events. Wave breaking at wave gauge 13, which was observed in
experiments, may lead to a relatively larger discrepancy between the predicted and measured
values of the free surface elevations. A finer mesh would be required to obtain a better match.
Apart from gauge 13, the numerical model appears to have captured all the main physical
features of the nonlinear focused wave interaction with the vertical cylinder, with close
matching of both crest values of the free surface and horizontal forces, and the wave shapes.

In order to extract the harmonic structure of the free surface and wave loading on the cylinder,
both crest focused waves and trough focused waves were performed, both in the experiments
and the numerical simulations. Following Zang et al. (2006), Zang et al. (2010) and
Fitzgerald et al. (2012), our simple phase-based separation method has been applied to
decompose higher order harmonics cleanly without cross-contamination between adjacent
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harmonics. Table 1 shows the comparisons of the crest values of each harmonic of free
surface elevations and horizontal forces for wave amplitudes with the cylinder in place. This
is clear that the 2nd order components for case 2 are much larger than case 1, about 4-5 times
larger than the values in case 1, which is consistent with the expected Stokes-type behavior.

Figure 2: Time series of free surface elevations and horizontal forces for both cases with
cylinder in place. The experimental data is in thick grey line and the numerical results are in
thin black line.
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Given the good match for all the components, we are confident that accurate predictions of
the free surface elevations in the wave-field and the horizontal force on the cylinder can be
made by using the present model based on OpenFOAM.

harmonics

Peak free surface elevations (m) Peak horizontal forces (N)
case 1 case 2 case 1 case 2

kA1=0.1 kA2=0.2 kA1=0.1 kA2=0.2
Exp Num Exp Num Exp Num Exp Num

long wave 0.0016 0.0017 0.0050 0.0130 1.91 1.80 7.50 7.50
linear 0.0530 0.0560 0.0930 0.1050 40.0 32.0 67.0 57.0
2nd 0.0105 0.0104 0.0370 0.0430 2.20 3.20 9.50 12
3rd 0.0020 0.0020 0.0080 0.0130 1.30 0.70 9.50 4.50
4th 0.0055 0.0075 0.0057 0.0034 1.00 0.20 1.70 2.70

Table 1:  Each harmonic of free surface elevations at the location of WG9 and horizontal
forces for both cases with cylinder in place. Exp means Experimental data and Num means
Numerical results.

From the preliminary results, we conclude that the present model based on OpenFOAM can
accurately predict the non-linear wave interaction with a vertical cylinder up to at least the 4th

frequency harmonic. By using the crest-trough phase-based separation method, we can
reproduce harmonic structure in both the free surface and the wave loading on the structure.
Further examples of the validation and the harmonic structure of the free surface and
hydrodynamic loading on a surface-piercing column will be presented at the workshop.
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Theory

The body motion is described by the following displacement vector field:

H(x, t) = εH(1)(x, t) + ε2H(2)(x, t) =
N∑
i=1

{
εξ

(1)
i (t) + ε2ξ

(2)
i (t)

}
hi(x) (1)

where hi(x) is the i-th mode shape function vector and ξi is its amplitude and N is the number of modes.
The problem is formulated within the classical assumptions of the potential flow theory leading to the
definition of the velocity potential Φ(x, t) for which the corresponding Boundary Value Problem (BVP) is
built. Within the second order theory, which is of concern here, the fully non linear potential is formally
written in the form:

Φ(x, t) = εΦ(1)(x, t) + ε2Φ(2)(x, t) (2)

The use of the classical perturbation theory leads to the BVP’s for different potentials. At first two
orders, these BVP’s are composed of the Laplace equation in the fluid domain, zero normal velocity at
the fixed boundaries, radiation condition at infinity and the following free surface boundary conditions:

∂2Φ(1)

∂t2
+ g

∂Φ(1)

∂z
= 0 (3)

∂2Φ(2)

∂t2
+ g

∂Φ(2)

∂z
=

1

g

∂Φ(1)

∂t
[
∂(3)Φ(1)

∂t2∂z
+ g

∂2Φ(1)

∂z2
]− 2∇Φ(1)∇∂Φ(1)

∂t
(4)

The corresponding body boundary condition is obtained after careful investigation of the body kinematics:

∇Φ(1)n = Ḣ
(1)

n (5)

∇Φ(2)n = Ḣ
(2)

n− [(H(1)∇)∇Φ(1)]n+ (Ḣ
(1) −∇Φ(1))n(1) (6)

where overdot denotes the time derivative, n is the normal vector at rest and n(1) its first order correction:

n(1) = (∇H(1))n− (∇H(1))Tn (7)

Finally, the total potential at each order is composed of the incident wave potential ΦI and the perturbaion
potential ΦB which results from the interaction of the incident potential and the body:

Φ(x, t) = ΦI(x, t) + ΦB(x, t) = ε[Φ
(1)
I (x, t) + Φ

(1)
B (x, t)] + ε2[Φ

(2)
I (x, t) + Φ

(2)
B (x, t)] (8)

The incident potential represents the excitation of the system and does not depends on the presence of
the body. This means that it satisfies the Laplace equation in the fluid domain, zero flux condition at the
bottom and the free surface conditions (3) and (4) where only the incident velocity potential is included.
In order to solve for the amplitudes of the body deformations at each order, we need to further decompose
the interaction potential ΦB into the part ΦR which depends directly on the body motion and the part
ΦD which is independent of the body motion at the corresponding order. In that respect, the radiation
potentials are chosen to satisfy the homogeneous free surface boundary condition and the following body
boundary conditions:

∇Φ
(1)
R n = Ḣ

(1)
n , ∇Φ

(2)
R n = Ḣ

(2)
n (9)
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On the other side the potential ΦD is chosen to satisfy all the remaining boundary conditions i.e. the
non-homogeneous free surface condition and the remaining part of the body boundary condition. This
leads to the following decomposition of the interaction potential ΦB :

Φ
(1)
B (x, t) = φ

(1)
D (x, t) +

N∑
j=1

ξ̇
(1)
j Φ

(1)
Rj , Φ

(2)
B (x, t) = φ

(2)
D (x, t) +

N∑
j=1

ξ̇
(2)
j Φ

(2)
Rj (10)

where ΦD is usually called the diffraction potential and ΦRj the radiation potentials.
Let us also note that the diffraction potential is usually decomposed into two parts: φDB satisfying
the homogeneous condition on the free surface and non-homogeneous condition on the body, and ΦDD

satisfying the non-homogeneous condition on the free surface and homogeneous on the body.
Once the different potentials evaluated, the pressure is calculated from Bernoulli equation:

p = −�[gz +
∂Φ

∂t
+

1

2
(∇Φ)2] = −�{gz + ε

∂Φ(1)

∂t
+ ε2[

∂Φ(2)

∂t
+

1

2
(∇Φ(1))2 + (H(1)∇)

∂Φ(1)

∂t
]} (11)

Frequency domain

The above defined problem is now formulated in frequency domain. We start by defining the incident
wave potential:

ΦI(x, t) = 
{ϕ(1)
I (x)e−iωt}+ 
{ϕ(2)

I (x)e−2iωt} (12)

where:

ϕ
(1)
I = − igA

ω

cosh k0(z +D)

cosh k0D
eik0x , ϕ

(2)
I = − 3iωνA2

2 sinh2 k0D

cosh 2k0(z +D)

4ν sinh2 k0D
eik0x (13)

The boundary conditions for other potentials follow straightforwardly and we end up with the fact taht
all the potentals, at any order, satisfy one of the two types of the BVP defined below:

ΔψB = 0 ΔψQ = 0 r > a , −D < z < 0

−αψB +
∂ψB

∂z
= 0 −αψQ +

∂ψQ

∂z
= Q(r, θ) z = 0

∂ψB

∂n
= v(z, θ)

∂ψQ

∂n
= 0 r = a

∂ψB

∂z
= 0

∂ψQ

∂z
= 0 z = −D

ψB → 0 ψQ → 0 r → ∞

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(14)

The potential ψB is called body perturbation potential and ψQ free surface perturbation potential and
they can be calculated either numerically or semi-analytically for vertical circular cylinder (e.g. see [1]).

Hydrodynamic forces and body motions

The forces are obtained by integration of the pressure over the wetted body surface:

F =

∫ ∫
S̃b

pHñdS (15)

where p is the pressure calculated from Bernoulli equation (11), S̃b is the instantaneous body surface
and ñ is the instantaneous normal vector. Special attention should be given to the proper separation of
different terms in order to write the final motion equation:

{−ω2([M ] + [A(ω)])− iω[B(ω)] + [C]}{ξ(1)} = {F (1)
E } (16)

{−4ω2([M ] + [A(2ω)])− 2iω[B(2ω)] + [C]}{ξ(2)} = {F (2)
E } (17)

where [M ] is the modal mass matrix, [A] is the associated added mass matrix, [B] is the damping matrix,

[C] is the stiffnes matrix (including both hydrostatic and structural parts) and {F (1)
E } and {F (2)

E } are the
first and second order excitation forces. Note that the added mass and damping matrices are obtained
by integrating the pressure associated with the radiation potential ϕRj while the excitation forces are
obtained after integration of all the remaining pressure components.
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Vertical circular cylinder

General solution for ψB and ψQ can be written in the following form [1]:

ψB(r, z, θ) =
∞∑

m=−∞

[
f0(z)βm0Hm(k0r) +

∞∑
n=1

fn(z)βmnKm(knr)

]
eimθ (18)

ψQ(r, z, θ) =
∞∑

m=−∞

[
f0(z)Am0 +

∞∑
n=1

fn(z)Amn

]
eimθ (19)

where the most complex terms which invloves the infinite integration over the free surface are given by:

Am0 = −2C0

∫ ∞
a

Hm(k0ρ)Qm(ρ)ρdρ

k0aH
′
m(k0a)

, Amn = −2C0

∫ ∞
a

Km(knρ)Qm(ρ)ρdρ

knaK
′
m(kna)

(20)

and the detailed expressions for all the other terms can be found in [1].
In order to solve for ψB and ψQ we need to express the boundary conditions in cylindrical coordinates.
First we assume that the column is free to bend only and we define the deformation modes:

hi = hix(z)i+ 0j + 0k , hi∇ = hix(z)
∂

∂x
= hix(z)(cos θ

∂

∂r
− sin θ

r

∂

∂θ
) (21)

We also assume that the normal vector is pointing out of the fluid domain and we write:

n = − cos θi− sin θj + 0k = −er + 0eθ + 0k , n(1) =

N∑
i=1

ξ
(1)
i

∂hix

∂z
cos θk (22)

where (er, eθ,k) are the unit vectors of the cylindrical coordinate system.

Body boundary conditions

After applying the described theory we end up with the following body boundary conditions (only non-
zero terms are presented):

∂ϕ
(1)
DB

∂n
= −∂ϕ

(1)
I

∂n
,

∂ϕ
(1)
Rj

∂n
= hjn = −hjx cos θ (23)

∂ϕ
(2)
DB

∂n
= −∂ϕ

(2)
I

∂n
(24)

+
1

2

N∑
i=1

ξ
(1)
i hix(z)(

∂2ϕ(1)

∂r2
cos θ − 1

r

∂2ϕ(1)

∂θ∂r
sin θ)− 1

2

N∑
i=1

ξ
(1)
i

∂hix

∂z

∂ϕ(1)

∂z
cos θ (25)

∂ϕ
(2)
Rj

∂n
= hjn = −hjx cos θ (26)

Free surace boundary conditions

All the free surface conditions are homogeneous except the one for ϕ
(2)
DD. The non-homogeneous term

Q
(2)
DD can be written as follows:

Q
(2)
DD =

iω

g
{(∇ϕ

(1)
B ∇ϕ

(1)
B +2∇ϕ

(1)
I ∇ϕ

(1)
B )− 1

2
[(ϕ

(1)
B +ϕ

(1)
I )(

∂2ϕ
(1)
B

∂z2
−ν2ϕ

(1)
B )+ϕ

(1)
B (

∂2ϕ
(1)
I

∂z2
−ν2ϕ

(1)
I )]} (27)

In the case of the vertical circular cylinder, the first order interaction potential ϕ
(1)
B can be written in the

following form:

ϕ
(1)
B =

∞∑
m=−∞

[
f0(z)γm0Hm(k0r) +

∞∑
n=1

fn(z)γmnKm(knr)

]
eimθ =

∞∑
m=−∞

f0(z)γm0Hm(k0R)eimθ (28)

where the second expression is valid at large radial distance R only.

With this in mind, we can calculate Q
(2)
DDm and subsequently the second order diffraction potential ϕ

(2)
DD.

Special attention should be given to the evaluation of the free surface integrals in (20) which are highly
oscillatory and extend to infinity. In this work we use the numerical integration close to the cylinder and
the semi-analytical method [1] in the far field.
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Numerical example

We chose the example proposed in [2]. The following modes of deformation are defined:

hix(z) = q2Pi−1(q) , q = 1 + z/D , Pn(q) =
n∑

m=0

(−1)m
(4 + 2n−m)!

m!(n−m)!(4 + n−m)!
qn−m (29)

The deformation modes and the linear RAO results are shown in Figure 1. These results are the same
as the numerical results given in [2]. This validates the present approach for linear case.
The preliminary second order results are shown in Figure 2. They concern the non-homogeneous term in
the second order free surface condition and the difference in between the results, when full and asymp-
totic expressions for first order potential are used, is shown. We can see that the results converge quickly
to asymptotic solution which is good point which means that the classical procedure for second order
diffraction [1] can be used very quickly. Knowing that the pure second order diffraction problem for
vertical circular cylinder is already solved [1], this ensures the efficiency of the proposed method. More
detailed results will be presented at the Workshop.
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Figure 1: Deformation modes and linear RAO of the motion of the column top.
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Introduction

This abstract is concerned with the development
of an efficient and scalable hybrid-spectral model for
a fully nonlinear numerical wave tank with finite di-
mensions, which is used for simulation of nonlinear
free surface waves generated by a moving wavemaker.
The approach pursued here is based on the Ocean-

Wave3D strategy established in [1, 6, 7], replacing
the horisontal high order finite difference approxima-
tions used in OceanWave3D with a Fourier Colloca-
tion method based on cosine modes. This is com-
bined with a modal Chebyshev Tau method for the
potential in the vertical, which by applying an effi-
cient strategy for solving the discrete Laplace equa-
tion yields a new attractive and accurate Dirichlet-
to-Neumann operator, recently established in [4].
The application of hybrid-spectral methods in the

context of the OceanWave3D strategy is motivated
by the comparative study of two serial implemen-
tations of nonlinear water wave models carried out
in [5], which demonstrated that the high-order finite
difference model (OceanWave3D) requires approxi-
mately an order of magnitude larger computational
effort than the high order spectral model (HOS) in
order to solve highly nonlinear water wave problems
to the same level of accuracy. Compared to the
HOS model, the main advantage of OceanWave3D
is a relatively straight-forward introduction of non-
rectangular geometry, in particular varying bottom
bathymetry and the generation of waves by a mov-
ing wavemaker. These attractive properties, associ-
ated with the OceanWave3D solution strategy, are
retained in the presented hybrid-spectral method.
In this abstract the governing equations for the

fully nonlinear free surface potential wave problem
are derived in curvlinear coordinates on a fixed com-
putational domain, which allows the fully nonlinear
wavemaker condition to be satisfied directly. The
hybrid-spectral discretization strategy and iterative
solution of the resulting discrete Laplace problem
are detailed, and it is described how the wavemaker
can be modelled by the introduction of additional
potentials following the line of [2], which with the
present discretization strategy can be obtained es-
sentially free of cost.

∗
The authors wish to thank the Danish Agency for Science,

Technology and Innovation (grant # 09-067257) for funding,

and the Danish Center for Scientific Computing for supercom-

puting resources.

†
Presenting author

Problem Formulation

A Cartesian coordinate system xi = (x1, x2, x3) is
adopted with the x1x2-plane located at the still wa-
ter level and the x3-axis pointing vertically upwards.
Indicial notation is invoked and the summation con-
vention applies to repeated indices, with latin indi-
cies i = 1, 2, 3 accounting for all spatial dimensions,
while greek indicies α = 1, 2 only apply to the ho-
risontal dimensions. The still water depth is given
by x3 = −h(xα) and the position of the free surface
is defined by x3 = ζ(xα, t). The wave tank is assumed
rectangular in the horisontal plane with dimensions
L1, L2 and vertical walls, and the gravitational ac-
celeration g is assumed to be constant. Assuming an
inviscid fluid and in irrotational flow, the fluid veloc-
ity ui = ∂xi

φ is defined by the gradient of a scalar
velocity potential φ(xi, t). The position of the free
surface in an Eulerian frame of reference is captured
by the usual kinematic boundary condition, while the
dynamic free surface boundary condition follows from
Bernoulli’s equation,

∂tζ = ∂x3φ− ∂xα
φ∂xα

ζ, (1a)

∂tφ = −gζ − 1
2∂xi

φ∂xi
φ. (1b)

To evolve these equations in time requires solving
the Laplace equation for φ in the fluid volume Ω. A
well-posed Laplace problem is achieved by specifying
a known φ at the free surface ζ, together with kine-
matic boundary conditions at the solid boundaries to
the domain, i.e. the wave maker, walls and seabed,

∂xixi
φ = 0, xi ∈ Ω, (2a)

ni(∂xi
φ− vsolidi ) = 0, xi ∈ ∂Ωsolid, (2b)

The free surface is a time-dependent moving bound-
ary with an a priori unknown position, practi-
cally resulting in a time-dependent domain which
may handled efficiently using the well-known σ-
transformation in the vertical [1]. Further introduc-
ing a wavemaker as a moving solid boundary, with
an a priori known position x1 = F (x2, x3, t) provided
by a paddle signal, yields the requirement for a more
general mapping between the physical domain Ω and
a fixed, time-independent computational domain ΩC ,

xi = xi(ξ
j , t) ⇔ ξj = ξj(xi, t), ξj ∈ ΩC (3)

where ξj = (ξ1, ξ2, ξ3) is a set of general curvlinear
coordinates. The mapping xi = xi(ξ

j , t) from com-
putational to physical space is done using transfinite
interpolation with linear blending of the boundary
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faces, i.e. the free surface, seabed, wavemaker and
the fixed walls of the domain [8], while the inverse
mapping ξj = ξj(xi, t) is not established explicitly
though it formally indeed does exist. Taking the
derivatives of the mappings ∂ξjxj and ∂xi

ξj yield
the Cartesian components of the covariant and con-
travariant basis vectors gj and gj , which also defines
the co- and contravariant metric tensors gij and gij ,

(gj)i = ∂ξjxi,
(
gj

)
i
= ∂xi

ξj , (4a)

gij = gi · gj , gij = gi
· gj . (4b)

Via the chain rule, these co- and contravariant ba-
sis vectors provide the relationship between spatial
derivatives in the physical and computational spaces.
For example, derivatives of ζ and φ with respect to
xi and ξj are related by

∂xα
ζ = ∂xα

ξj ∂ξjζ = (gj)α ∂ξjζ, (5a)

∂xi
φ = ∂xi

ξj ∂ξjφ = (gj)i ∂ξjφ. (5b)

Note that ∂x3ζ = 0 and hence only ∂xα
ζ are eval-

uated. Similarly the temporal derivatives of ζ, φ in
physical and computational spaces are related as fol-
lows, due to [8],

(∂tζ)xi
= (∂tζ)ξj − (∂txα)ξj ∂xα

ζ (6a)

= (∂tζ)ξj − wα(g
j)α ∂ξjζ,

(∂tφ)xi
= ((∂tφ)ξj − (∂txi)ξj ∂xi

φ (6b)

= (∂tφ)ξj − wi(g
j)i ∂ξjφ,

where ()ξj , ()xi
indicates the spatial coordinates be-

ing kept fixed under partial time differentiation, while
wi = (∂txi)ξj denotes the transport velocity of the
transient physical reference frame due to the motion
of the boundaries.
The covariant basis vectors gj are immediately

evaluated from the mapping function xi = xi(ξ
j , t)

at any instance in time by application of the differ-
ential operators ∂ξi in computational space. From
these the contravariant basis vectors gj , which are
required to evaluate (5)-(6), are computed by cross
products of gj as,

gk = (
√

g)−1 εijk gi × gj ,
√

g =
√
det (gij). (7)

in which
√

g has been introduced as the Jacobian of
the mapping and εijk is the permutation operator.
Similarly the contravariant metric tensor gij follows
from the covariant tensor gij as its inverse,

gijgij = δji ⇒

(
gij

)
= (gij)

−1 , (8)

where δji denotes the Kronecker delta.
Inserting (5)-(6), the free surface evolution equa-

tions (1) may be cast in computational space as,

∂tζ = wα(g
j)α ∂ξj ζ + (gj)3 ∂ξjφ (9a)

−

(
(gj)α ∂ξjφ

) (
(gk)α ∂ξkζ

)
,

= (gj)3 ∂ξjφ−

(
(gj)α ∂ξjφ− wα

) (
(gk)α ∂ξkζ

)
,

∂tφ = wi(g
j)i ∂ξjφ− gζ (9b)

−
1
2

(
(gj)i ∂ξjφ

) (
(gk)i ∂ξkφ

)
,

= − gζ − 1
2

(
(gj)i ∂ξjφ− wi

) (
(gk)i ∂ξkφ

)
,

which shows that the transient physical domain is
captured by recasting the free surface equations in
arbitrary Eulerian-Lagrangian form in computational
space. As a remark the widely used Zakharow form
of the free surface equations, applied e.g. in [1], may
be derived from (9) simply by taking the mapping
xi = xi(ξ

j , t) to be the inverse of the σ-transform.
The Laplace equation and the kinematic solid

boundary condition (2) are similarily expressed in
curvlinear coordinates as follows, due to [8],

(
√

g)−1∂ξi
(√

ggij∂ξjφ
)
= 0 ξj ∈ ΩC , (10a)

ni

(
(gj)i ∂ξjφ− vsolidi

)
= 0, ξj ∈ ∂Ωsolid

C , (10b)

in which it is assumed that the normal vector ni to
the physical solid boundaries and the solid boundary
velocity vsolidi are expressed in computational space.

Numerical Methods

A method of lines approach is adopted for the dis-
cretization of the governing equations stated above.
For the time-integration of the free-surface equations
(9), the classic four-stage, fourth-order Runge-Kutta
scheme is employed as it is not subject to any severe
stability constraint on the choice of time steps.
The governing equations are discretized in the

computational space using a hybrid-spectral collo-
cation method detailed in [4], combining a nodal
Fourier collocation method on a horisontal grid of
M = (N1, N2) grid points with a modal Chebyshev
Tau method in the vertical truncated to the first
N3 = N + 1 Chebyshev polynomials, where N is the
polynomial order. Due to the finite dimensions and
rectangular shape of the numerical wave tank (with
the wavemaker at neutral position), it was suggested
by [2] to employ a tensor product of cosine modes,
i.e. real-and-even Fourier modes, as the basis for the
horisontal Fourier collocation method, since they are
the natural modes of the tank. Hence ζ, φ have the
global representation in the computational domain,

ζ(ξα, t) =

M−1∑
m=0

ζm(t) lm (ξα) , (11a)

φ(ξj , t) =

M−1∑
m=0

N∑
n=0

φ̂mn(t) lm (ξα) Tn

(
ξ3

)
, (11b)

where ζm(t) = ζ(ξm, t) and φ̂mn(t) = φ̂n(ξm, t)
are the solutions at the collocation nodes ξm =
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(m + 1
2 )/Mπ, while Tn

(
ξ3

)
= cos

(
n arccos

(
ξ3

))
are the Chebyshev polynomials and lm (ξα) are glob-
ally defined nodal Lagrange interpolation polynomi-
als, which may be formally derived from the cosine
modes ψm (ξα) = cos

(
m1ξ

1
)
cos

(
m2ξ

2
)
. Finally

m = (m1,m2) is a multi-index where the two com-
ponents of m are allowed to vary independently.
The horisontal derivatives ∂ξα are approximated

by their discrete counterparts in computational
space using the Fast Fourier/Cosine Transform
(FFT/FCT) to evaluate the derivatives in the col-
location nodes. The Chebyshev Tau method pro-
vides an efficient, spectrally accurate Dirichlet-to-
Neumann operator for the evaluation of the gradient
of the velocity potential at the free surface. Based on
orthogonal truncation rather than interpolation (as
used e.g. in finite difference methods), the Cheby-
shev Tau method seeks to satisfy the Laplace equa-
tion (10a) over the depth for each vertical set of collo-
cation nodes in weak form by requiring the residual
to be orthogonal to a set of test functions Tq

(
ξ3

)
for q = 0, . . . , N − 2. The remaining two equations,
required to obtain a square system of Nz equations
with the Nz unknowns φ̂mn for each vertical set of
collocation nodes, arise by imposing additional con-
straints on the coefficients in order to satisfy the free
surface and bottom boundary conditions. For further
details on the Chebyshev Tau method see e.g. [3].
Applied to the Laplace equation (10a) the Cheby-

shev Tau method yields a set of convolution sums,
which for relatively simple mappings between the
physical and the computational domain, such as the
σ-transform, may be evaluated efficiently in modal
space. The costs associated with the evaluation of the
Laplacian in such cases by direct convolution sums
are comparable to those of applying a sixth order fi-
nite difference method. However, as demonstrated
in [4] the Chebyshev Tau method introduces signif-
icantly lower dispersion errors than comparable fi-
nite difference methods. For more general mappings
it may be advantageous to evaluate the convolution
sums by pseudo-spectral products in the correspond-
ing nodal space trough application of the FCT, which
applies to Chebyshev polynomials.
The resulting discrete Laplace problem can be

stated as a rank n = N1N2N3 linear system of
equations AΦ = b, where A is a large dense, non-
symmetric matrix (in case the FFTs are replaced
with matrix-based discrete Fourier transforms), Φ
is a vector of values for the unknown scalar ve-
locity potential, while b is a vector accounting for
the inhomogeneous boundary conditions. Since the
discrete Laplace problem is one spatial dimension
O(Nz) larger than the free surface problem, the solu-
tion of this linear system at every time step is conse-
quently the computational bottleneck of the model.
The discrete Laplace problem can be solved effi-

ciently (i.e. with optimal scaling of the computa-

tional effort and memory footprint) by a iterative left
preconditioned defect correction (PDC) method, as
detailed in [4]. Evaluation of the residual r = b−Aφ
and hence the matrix-vector product Aφ does not
require A to be formed explicitly and may be eval-
uated in O(n logN1) and O(n logN2) operators by
application of the FCT horisontally.
The action of the preconditioning problem in the

PDC method is to compute the correction δ to the
current solution by solving the linear system of equa-
tions Mδ = r, where M ≈ A is the preconditioning
matrix. For the present problem and hybrid-spectral
discretization method, the corresponding constant
coefficient Laplace problem (i.e. neglecting bottom
variations, free surface elevation and wavemaker mo-
tion) provides an attractive efficient and sparse pre-
conditioning strategy. In order to avoid assembling
and factorizing the full dense preconditioningmatrix,
the residual r is first transformed to a modal cosine
representation horizontally by use of the FCT, while
the modal Chebyshev representation is retained in
the vertical. This decouples the preconditioning step
into a inhomogeneous constant coefficient Helmholz
equation in the vertical for each horizontal cosine
mode, since r �= 0 and ∇

2ψm (ξα) = −m·mψm (ξα).
Applying the Chebyshev Tau method in the verti-

cal to each of the Helmholz equations yields N1N2

sparse systems of N3 equations at each horisontal
collocation point. These systems are primarily quasi-
pentadiagonal as each row contains only three non-
zero entries in diagonals (−2, 0,+2) in addition to
two dense rows enforcing the boundary conditions,
see [3]. Using a tailored Gaussian elimination solu-
tion strategy, each of these systems is solved in just
18N3 operations, only around twice the cost of the
classic tridiagonal matrix algorithm, and with the
same 2pmemory footprint, making this precondition-
ing strategy well suited for parallel implementation.

Wave Generation by Additional Potentials

The wavemaker is modelled as a solid moving
boundary with a known position x1 = F (x2, x3, t),
which gives rise to the following free slip condition,

∂tF = ∂x1φ− ∂x2F∂x2φ− ∂x3F∂x3φ = ∂nφ, (12)

where ∂n denotes the derivative normal to the wave-
maker with normal vector ngen

i = (1,−∂x2F,−∂x3F ).
The velocity potential (11b) defined in terms of co-
sine modes implicitly satisfies homogeneous Neu-
mann boundary conditions, hence it cannot account
for the inhomogeneous Neumann boundary condition
introduced by the wavemaker motion. This was also
noted by [2], who suggested the use of additional po-
tentials to account for the inhomogeneous Neumann
condition by splitting the potential into two,

φ = φP + φG, (13)
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where φP is the propagating spectral potential de-
fined in (11b) and φG is the generation potential
accounting for the inhomogeous Neumann condition
(12) at the wavemaker, while the total potential φ is
advanced by the free surface equations (9).
In this work we seek to establish the generation

potential φG by exploiting that the Laplace equation
and boundary conditions (10a) are solved directly in
discrete form in the fluid domain, and not—as was
done in [2]—by constructing the velocity potential
such that satisfies the governing equations identically
in the domain. Casting the Laplace problem in phys-
ical space for clarity, this approach can be illustrated
by considering a piston type wavemaker with position
x1 = F (t), i.e. a translation of the wall. The inhomo-
geneous Neumann condition at the wavemaker (12)
must be satisfied by the generation potential,

∂tF = ∂x1φG, x1 = F, (14)

while φG at the same time may not introduce inho-
mogeneous Neumann terms on the other walls of the
domain. However, φG is not required to satisfy the
Laplace equation, bottom or free surface boundary
conditions, suggesting that φG can be expressed as,

φG(xi, t) = ∂tF (x2, x3, t)ϕG(x1, t), (15)

where the function ϕG(x1, t) must satisfy
∂x1ϕG|x1=F (t) = 1 and ∂x1ϕG|x1=L1 = 0 in or-
der to reflect the Neumann conditions at these
locations. These conditions may be satisfied by the
third order Hermite polynomial,

ϕG(x1, t) = (L1−F (t))
−2

(x1−F (t)) (L1−x1)
2
, (16)

which further satisfies ϕG|x1=F (t) = ϕG|x1=L1 = 0.
Inserting the splitting of the velocity potential (13)
in (2) yields a Poisson equation for the propagation
potential φP with homogeneous Neumann boundary
conditions at the wavemaker and all fixed walls,

φP = φ− φG, x3 = ζ, (17a)

∂xixi
φP = −∂xixi

φG, xi ∈ Ω, (17b)

∂x1φP = 0, x1 = F, (17c)

nwall
i ∂xi

φP = 0, xi ∈ ∂Ωwall, (17d)

nbot
i ∂xi

φP = −nbot
i ∂xi

φG, xi ∈ ∂Ωbot, (17e)

This Poisson equation may be discretized using the
presented hybrid-spectral method and solved effi-
ciently with the PDCmethod. The generation poten-
tial is thus essentially obtained free of cost, as only
the action of the discrete Laplace operator on the
generation potential must be evaluated in order to
form the right-hand-side vector to the Poisson prob-
lem. The approach generalises to other types of wave-
makers such as flaps, in which case it is necessary to
express the generation potential and Poisson equa-
tion for the propagation potential in computational

space. Further the idea of additional potentials may
be used to introduce Sommerfeld type, radiation out-
flow conditions at the opposite end of the wave tank.

Results & Future Work
The presented hybrid-spectral model provides an

efficient and accurate tool for simulation of fully
nonlinear free surface waves. Compared to the
OceanWave3D finite difference based model, prelim-
inary studies considering highly nonlinear propagat-
ing waves indicate both improved accuracy and a
50% reduction of the computational costs for iden-
tical problem sizes, see [4].
At the 28th IWWWFB we will present results ob-

tained with the fully nonlinear numerical wave tank,
including the wavemaker model by introduction of
additional potentials essentially free of cost.
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1 Introduction

Within the framework of incompressible, homogeneous and inviscid flow modelling of water waves,
the pressure plays an important role in establishing various qualitative properties of traveling
waves. The pressure is also essential in quantitative studies because often in practice the elevation
of a surface water-wave is determined from pressure data obtained at the sea bed, see e.g. [6].
Indeed, measuring a free surface wave motion without intrusive probes is of most importance for
practical applications, and one way to achieve this is to use pressure gauges at the sea bed. From
these pressure measurements, the question is how one can reconstruct the free surface.

A standard approach consists in assuming that the hydrostatic approximation is sufficiently
accurate. However, already for waves of moderate amplitude, prediction errors exceeding 15%
frequently occur [1]. These inaccuracies are due to the fact that the hydrostatic approximation
ignores even linear wave effects. Within the linear regime of water waves of small amplitude in
finite depth, one can derive a better approximation [4], but its benefit is offset by the fact that,
for waves of moderate amplitude, it often overestimates the wave height by more than 10% [6].
These considerations motivated the quest for a reconstruction formula that accounts for nonlinear
effects and that is thus applicable to waves of moderate and large amplitude. Nonlinear nonlocal
equations relating the dynamic pressure on the bed and the wave profile were obtained without
approximation from the governing equations [3, 5]. The entangled character of these equations is
a considerable impediment in the pursuit of an in-depth analysis and for practical applications.

Very recently, new exact tractable relations have been obtained [2], allowing mathematical
analysis and a straightforward numerical procedure for deriving the free surface from the pressure
at the bed. However, in [2], only relations leading to procedures where convergence and unicity
could be rigorously proven were included. It is nonetheless possible to derive several other exact
relations that are of major practical interest, though the efficiency of the procedures based on
these relations have not yet be proven (i.e. convergence and unicity is theoretically unknown). The
present paper is devoted to the derivation of these new relations and to the numerical illustration
of heir efficiency.

In section 2, the hypothesis and notations are introduced for steady irrotational surface waves
on constant depth. In order to make the present paper self-contained, the main results of [2] are
given in section 3. A new, purely local, expression for the free surface is then derived in section 4,
which is the main result of the present paper.

2 Hypothesis and notations

In a frame of reference moving at the constant wave speed c, the flow beneath a traveling wave
reduces to a steady motion with respect to the moving coordinate system. Let (x, y) be a Cartesian
coordinate system moving with the wave, x being the horizontal coordinate and y the upward
vertical coordinate. Let {u(x, y), v(x, y)} be the velocity field in the moving frame. The wave is
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(2π/k)-periodic in the x-direction, and we denote by y = −d, y = η(x) and y = 0 the equations
of the horizontal bottom, of the free surface and of the mean water level, respectively. The latter
equation expresses the fact that 〈η〉 = 0 for the smooth (2π/k)-periodic wave profile η, where 〈·〉

is the Eulerian average operator over one wavelength,

〈 η 〉 ≡

k

2π

∫
π/k

−π/k

η(x) dx = 0. (1)

Let φ and ψ be the velocity potential and the stream function, respectively, such that u =
φx = ψy and v = φy = −ψx. It is convenient to introduce the complex potential and the complex
velocity f = φ + iψ and w = u − iv, respectively, that are holomorphic functions of the complex
variable z = x + iy, with f = f(z) and w = df/dz. The equation of mass conservation for
a homogeneous fluid and the irrotational character of the flow are identically fulfilled with the
requirement that f and w are holomorphic functions throughout the fluid domain. The Euler
equation can be expressed by means of the Bernoulli condition

2 p + 2 g y + u2 + v2 = B, x ∈ R, −d � y � η(x), (2)

for some Bernoulli constant B, where p = p(x, y) is the pressure divided by the density. From (1)
and (2), we get

B =
〈
us

2 + vs
2
〉
=

〈
ub

2
〉
, (3)

where us and vs denote the restrictions of u and v to the free surface, respectively, while ub denotes
the restrictions of u at the bed. (The second equality in (3) derives from the irrotationality.) The
relations (2) and (3) yield

〈 pb 〉 = g d, (4)

where pb(x) = p(x,−d) is the normalized relative pressure at the bed.
Finally, we define the wave phase velocity c such that c = −〈ub〉, so that the wave travels with

phase speed c in the frame of reference where the mean horizontal velocity is zero at the bed, and
where c > 0 if the wave travels toward the increasing x-direction.

3 Equations for the surface recovery

Instead of dealing with the complex potential f or with the complex velocity w, it is advantageous
to use the holomorphic function w2. Indeed, the function P defined by

P(z) ≡
1

2
B + g d −

1

2
w2(z) = 1

2
B + g d −

1

2
(u2 − v2) + iu v, (5)

is holomorphic in the fluid domain and its restriction to the flat bed y = −d has zero imaginary
part and real part pb, i.e., pb(x) = P(x − id) = gd + 1

2
(B − u 2

b
). Thus pb determines P uniquely

throughout the fluid domain, i.e., P(z) = pb(x + iy + id). Note that p coincides with the real
function Re{P} only on y = −d because p is not a harmonic function in the fluid domain.

Using the surface impermeability and (2) on the free surface y = η(x) where p = 0, we have

(us − ivs)
2 = (1− iηx)

2 u 2

s = (1 + η 2

x )u
2

s (1− iηx) / (1 + iηx)

= (u 2

s + v 2

s ) (1 − iηx) / (1 + iηx) = (B − 2gη) (1 − iηx) / (1 + iηx).

Multiplying this relation by (1 + iηx) and using (5), we obtain at once

gη (1− iηx) + iBηx = [P(x+ iη) − g d ] (1 + iηx). (6)
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The real and imaginary parts of (6) give two equations for η:

g η = Re{Ps} − g d − ηx Im{Ps}, (B − g η) ηx = [Re{Ps} − gd ] ηx + Im{Ps}, (7)

where, as above, the subscript ‘s’ denotes the evaluation at the free surface y = η(x). Using (5),
we can see that equations (7) are precisely

g η = 1

2
[B − u 2

s − v 2

s ], (B − gη) ηx = 1

2
[B + u 2

s + v 2

s ] ηx. (8)

Thus, both are ensured by the validity of the Bernoulli condition (2) on the free surface. Since
ηx �= 0 between consecutive crests and troughs, not only does (8a) imply (8b), but also (8b)
ensures the validity of (8a) between consecutive crests and troughs, and by continuous extension
everywhere.

For the recovery of the surface wave profile η, given the function pb, one can proceed as follows.
For periodic waves, the pressure p at the bed y = −d can be approximated, e.g., by a N -th order
Fourier polynomial and the function P is obtained at once, i.e.,

pb(x) ≈

N∑
n=−N

pn exp(inkx) ⇒ P(z) ≈

N∑
n=−N

pn exp(ink[x+ i(y + d)]), (9)

with p−n = pn since pb is real, and p0 = gd. Note that (9) is not the only possible approximation
and, e.g., elliptic functions could also be used, specially in shallow water.

The wave amplitude η0 is obtained evaluating (7a) at the wave crest located at x = 0 (where
ηx = 0 and η = η0) leading to the implicit equation

η0 = Re{P(iη0)} / g − d. (10)

The crest height η0 is obtained as the unique solution to (10), as proven in [2] and where numerical
examples are provided. With η0 determined by solving (10) iteratively, η is subsequently obtained
re-expressing (7b) as the ordinary differential equation

ηx = Im{Ps} / [B − gη − Re{Ps} + gd ] , (11)

with initial data η(0) = η0. The right-hand side of (11) being smooth, the solution can be obtained
by a standard iterative procedure, as proven and illustrated in [2]. It is however possible to derive
a local simpler expression which does not require the resolution of a differential equation.

Note that the surface reconstruction procedure described here is valid for all waves, except per-
haps for the highest ones with an angular crest and for waves with different crests, as demonstrated
in [2]. Note also that the inclusion of surface tensions is straightforward, but this generalisation
has little practical interest.

4 New equation for the surface recovery

Let be yet another holomorphic function Q such that

Q(z) ≡

∫
z

z0

[
P(z′) − g d

]
dz′ =

∫
z

z0

1

2

[
B − w(z′)2

]
dz′, (12)

where z0 is an arbitrary constant. Taking z0 at the origin of the free surface — i.e., x = 0, y = η0
thence z0 = iη0 — and choosing the surface as integration path, the definition (12) yields

Qs(x) =

∫
x

0

[
P(x′ + iη(x′)) − g d

]
[ 1 + i ηx(x

′) ] dx′, (13)
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thence, substituting (6), after some elementary algebra

Qs(x) =

∫
x

0

g η(x′) dx′ + i [ η(x) − η0 ]
[
B −

1

2
g η0 −

1

2
g η(x)

]
. (14)

The imaginary part of this relation yields an implicit equation for η:

κ η = 1 −

√
(1− κη0)2 − (2κ/B) Im{Qs} , (15)

where κ ≡ g/B is a parameter introduced for convenience. The relation (15) is algebraic (i.e.,
neither differential nor integral) and local. η can be obtained via functional iterations once Q is
known. Once the pressure at the bottom is known, it is trivial to obtain P as indicated above and,
subsequently, Q is easily obtained too, for example from the approximation (9)

Q(z) ≈

∑
n �=0

pn

ink
[ exp(inkz) − exp(−nkη0) ] exp(−nkd). (16)

The remaining open question is whether or not the iterations of (15) converge. Preliminary nu-
merical investigations suggest that converge occurs, but a more thorough analysis is required as
formula (15) is potentially very useful for practical applications.

Note that solutions of (15) are also solutions of (11). Indeed, using (13), the derivative of (15)
gives

ηx =
(1/B) [ Im{Qs ]x√

(1− κη0)2 − (2κ/B) Im{Qs}

=
Im{Ps} + (Re{Ps} − g d ) ηx

B − g η
, (17)

and solving this equation for ηx yields equation (11) precisely, of course.

5 Conclusion

We have derived some exact relations for the reconstruction of the free surface wave profile from
pressure measurements at the bed. In particular, we obtained a new local relation for the free
surface that is potentially very attractive for practical applications.

More insights of the method, including mathematical proofs and numerical examples will be
presented at the workshop.

References

[1] Bishop, C. T. & Donelan, M. A. 1987. Measuring waves with pressure transducers. Coastal

Eng. 11, 309–328.

[2] Clamond, D. & Constantin, A. 2013. Recovery of steady periodic wave profiles from
pressure measurements at the bed. J. Fluid Mech. 714, 463–475.

[3] Constantin, A. 2012. On the recovery of solitary wave profiles from pressure measurements.
J. Fluid Mech. 699, 373–384.

[4] Escher, J. & Schlurmann, T. 2008. On the recovery of the free surface from the pressure
within periodic traveling water waves. J. Nonlinear Math. Phys. 15, 50–57.

[5] Oliveras, K. L., Vasan, V., Deconinck, B. & Henderson, D. 2012. Recovering surface
elevation from pressure data. SIAM J. Appl. Math. 72, 3, 897–918.

[6] Tsai, C. H., Huang, M. C., Young, F. J., Lin, Y. C. & Li, H. W. 2005. On the recovery
of surface wave by pressure transfer function. Ocean Eng. 32, 1247–1259.

Page 44 / 236



Page 45 / 236



Page 46 / 236



Page 47 / 236



0 1 2 3 4
ω

-15

-10

-5

0

5

10

15

O
D

E
C

om
po

ne
nt

s

1rst term
2nd term
3rd term
Real(LHS)
RHS

0 1 2 3 4
ω

-15

-10

-5

0

5

10

15

O
D

E
C

om
po

ne
nt

s

1rst term
2nd term
3rd term
Im(LHS)

Page 48 / 236
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The gas-cavity problem with initially high pressure, evolving in a surrounding liquid, and interacting with a near body,
is a very interesting research topic because it involves several physical phenomena and is of practical interest in different
contexts. For instance, underwater explosions represent an important issue for ships and offshore structures. Therefore it
is necessary to predict structural effects and try to improve vessel design. To this purpose, physical tests were performed
along the years and theories were developed (Cole 1948). Another important application is in medical field. Implosion
of micro-bubbles with ultrasound in biological flows is used within a noninvasive technique to remove calculi in human
bodies (Lingeman et al. 2009).

Here we first focus on the first application. When an underwater explosion occurs, a chemical reaction and a detonation
process cause the formation of a hot gas with high pressure and the release of a shock wave traveling in the surrounding
fluid. Then a superheated, spherical, bubble is formed which will first expand while the high pressure reduces in time
and propagates in the surrounding liquid. Eventually the bubble starts to oscillate and affect the local pressure. In the
first stage (shock wave) both the gas and the surrounding liquid behave as compressible, in the later stages (gas bubble)
the acoustic wave will disappear and the water can be considered incompressible. The interaction of this two-phase fluid
with a body will then depend on the vicinity of the body from the explosion zone and by the presence or not of other
boundaries, e.g. the sea floor, the free surface.

The solution strategy: a time-space domain decomposition

We first assume that the explosion occurs very far from other boundaries and that hydrostatic pressure does not affect
the explosion phenomenon leading to a radial symmetry of the bubble evolution. Initial values of bubble radius, density
and pressure, can be obtained from physical tests. A compressible ’1D’ solver along the radial direction r is then used to
simulate the flow evolution until the first shock wave from the explosion becomes close to the bottom of a vessel assumed
infinitely extended within the local analysis. This can be done because the problem equations are hyperbolic and so the
presence of the structure will not affect the fluid behind the shock wave. As the shock wave becomes close to the body,
a time-space Domain-Decomposition (DD) strategy is switched on, where a compressible 3D solver is initiated by the
simplified ’1D’ solution in an inner region affected by the body and used to investigate the fluid-body interactions. The
’1D’ solution is still applied far from the structure and provides the boundary conditions to the 3D solver along a control
surface bounding the inner domain. This implies a one-way coupling. The DD limits the computational costs which are
quite high if a compressible 3D solver is used for the whole simulation and everywhere due to the limits in the time step
connected with the local speed of sound in the fluid. In case of an explosion very close to boundaries, this DD cannot be
applied. The main features of the methods involved in the DD are briefly described next.

’1D’ compressible solver for multi-phase flows Assuming radial symmetry, the problem (in general governed by the
later equation (3)) can be studied as one-dimensional in the r direction with formal Euler equation

∂U

∂t
+

∂F

∂r
= S , (1)

with U = [ρ, ρu,E]T , F = [ρu, ρu2, (E + p)u]T and S = 2[ρu/r, ρu2/r, u(E + p)/r]T . Here u is the radial velocity, p
the pressure and E the total energy ρ(e+u2/2). For the closure of the problem we need an equation of state (EOS) for the
specific internal energy e. Here this is assumed of the form ρe = ff (ρ)p+gf (ρ) , with the functions ff and gf depending
on the fluid properties. In particular, the JonesWilkinsLee EOS is used for the gas (Dobratz and Crawford 1985) and an
isentropic Tait relation for the water (Cole 1948), i.e.

fg = 1/ω gg = [−Ag(1− ωρg/(R1ρ0g))e
−R1ρ0g/ρ

−Bg(1− ωρg/(R2ρ0g))e
−R2ρ0g/ρg ]/ω

fw = 1/γw gw = (Bw −Aw)γw/(γw − 1)
(2)

Here the subscripts g and w stand for gas and water, respectively, ρ0g is the initial gas density, γw is the ratio of specific
heats for water and the other parameters are given later. The problem is solved in time with a first order scheme using
the HLL approximate Riemann solver (Toro 1999) to estimate the fluxes F in each fluid and enforcing a two-shock
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approximation to the Riemann problem at the interface as proposed by Liu et al. (2003). The latter provides an exact
solution when a shock wave is reflected and is reliable for gas-gas or gas-water flow. The related equation system is
nonlinear and is solved iteratively with a Newton-Raphson method giving ui, pi, ρLi and ρRi , respectively, the radial
velocity and pressure at the interface and the left and right density. To avoid possible instability of the solution, the
left and right densities are corrected by enforcing an isobaric condition across the interface. This interface algorithm is
inserted into a ghost fluid method (Liu et al. 2003) providing the conditions across the interface to each fluid. In particular,
say that the interface is between node i and i+1 of the computational grid and that we need to solve for the fluid on the
left. Here we consider that for nodes ≥ i the density, velocity and pressure are, respectively, ρLi , ui and pi, and the other
needed quantities are obtained subsequently. Similarly is done for the fluid on the right. At this stage the fluxes F can be
calculated in each fluid and the problem can be stepped forward in time. The location of the interface is updated using the
velocity ui. The solver has been satisfactorily verified against several numerical solutions, for fully 1D problems (in this
case S = 0 in equation (1)) and problems with radial symmetry.

3D compressible multi-phase solver In 3D, the compressible inviscid flow is represented by the equation

∂U

∂t
+

∂F x

∂x
+

∂F y

∂y
+

∂F z

∂z
= 0, (3)

with U = [ρ, ρu, ρv, ρw,E]T , F x = [ρu, ρu2 + p, ρuv, ρuw, (E + p)u]T , F y = [ρv, ρuv, ρv2 + p, ρvw, (E + p)u]T ,
F z = [ρw, ρuw, ρwv, ρw2 + p, (E + p)u]T . Here u, v, w are the velocity components. As in ’1D’, these equations are
completed by the equations of state described in the previous paragraph. The equations are integrated with a 3rd order
Runge-Kutta scheme in time and they are discretized with a 2nd order finite differences scheme in space. A level set
function φ is used to represent implicitly the interface between the two fluids and it is advected in time using the equation

∂φ

∂t
+ V i · ∇φ = 0 (4)

where V i is the interface velocity calculated as in Liu et al. (2003). To make the solution efficient in time, an adaptive
mesh refinement is used according to MacNeice et al. (2000). The grid is halved either close to the interface between the
two fluids or in proximity of high gradients of the fluid variables U . An example of mesh refinement is shown in figure
1, at the starting time of the explosion, close to the interface, the grid size is extremely refined. The refinement grades to
a coarse mesh far from the interesting region.

Figure 1: Example of adaptive mesh refinement close to the gas-water interface.

Fluid-structure interaction problem To estimate the local effects on the bottom of a vessel, as first attempt this has
been modelled as an infinitely extended orthotropic plate, see e.g. Faltinsen (1999). The stresses and strains will be
first evaluated using a quasi-static approach, then the structural and hydrodynamic problems will be coupled to assess
excitation of hydroelasticity.

Preliminary results

The underwater explosion documented by Smith (1999) has been used as a test case to develop and assess the DD ap-
proach. The initial radius of the gas cavity is r0 = 0.16 m and the parameters for the EOS of the fluids, using SI system,
are: ρ0g = 1630.0, p0g = 8.381 · 109, Ag = 3.712 · 1011, Bg = 3.23 · 109, R1 = 4.15, R2 = 0.95, ω = 0.30,
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ρ0w = 1025.0, p0w = 1.0 · 106, Aw = 1.0 · 106, Bw = 3.31E8 and γw = 7.5. First the problem has been studied fully
by the ’1D’ solver within the radial-symmetry assumption. A convergence analysis has been performed using a compu-
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Figure 2: ’1D’ solution in the radial direction for the studied underwater explosion: pressure distributions at different
time instants. The empty circles indicate the instantaneous radial location of the interface. The triangles are the numerical
results by Smith (1999). For sake of clarity, in the left plot only the Smith’s solutions at 25, 96 and 257μs, are shown.

tational domain long 10 m and a uniform discretization Δr. The order of accuracy OA (Colicchio 2004) was adopted
as measure, which involves the time integral of the selected variable calculated with three discretizations and should be
one for a solver accurate to the first order. In our case, using Δr = 0.00125 m, 1.5Δr ant 2.25Δr and studying the
evolution up to 0.05 s, at a location r � 44r0, OA was found 1.45, 1.44, 1.32 and 1.56, respectively for u, p, ρ and E. At
the interface, where very complicated phenomena occur, OA is more limited and was found 0.39, 0.80 and 1.10, for the
position of the interface, ri, and for ui and pi, respectively. The evolution for the finest grid is shown in figure 2 in terms
of pressure distribution and interface location at different time instants during the initial shock-wave phase. This stage
involves a cavity expansion and is typically associated with a release of more than 50% of the energy from the explosion
(Keil 1961). In this example, at first (left) a primary shock wave is caused by the detonation and moves rightwards while
an expansion wave moves toward the bubble center and is later reflected from it leading to a low pressure at the core of the
cavity. Later on the inner pressure rises and moves as a shock wave towards the interface. There, it is partially reflected
and partially transmitted into the liquid phase (center). As a consequence of these repeated reflections, the intensity of the
involved shock waves is reduced bringing toward an incompressible behavior (right). The described results fit well those
by Smith (1999), based on an arbitrary Lagrangian-Eulerian version of the advective upstream-splitting shock-capturing
scheme, also given in the figure. On a longer time scale the cavity reaches a maximum radius of about 2.2 m (� 13.8r0)
at about 0.066 s, this is consistent with the values reported by Smith (1999). Then, within the gas-bubble phase, the cavity
starts to oscillate with smaller amplitudes as shown in the left of figure 3. Both pressure and velocity at the interface
(center and right plots) are highest at the beginning. When the bubble is compressed the pressure tends to a peak and the
velocity becomes negative, the magnitude of both of them decreases in time. According to studies by Keil (1961), most
of the remaining energy from the explosion is released during the first bubble pulsation.

Figure 3: ’1D’ solution in the radial direction for the studied underwater explosion: location (left), pressure (center) and
radial velocity (right) of the interface as a function of time. The results were obtained using a computational domain long
100 m, with constant Δr = 0.00125 m within 10 m and then stretching exponentially outwards.

The positive verification of the ’1D’ solver represents the first step of the solution strategy. The 3D method has also
been built as compressible solver with one fluid and the exchange of information from the ’1D’ domain with the evolving
cavity to the 3D domain with the compressible water is presently under assessment. This part of the research activity and
the further developments, including the possibility to have the gas-water interface in the 3D solver sub-domain and the
structural analysis, will be discussed at the workshop.
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1. INTRODUCTION 

The prediction of the runup and free surface 
elevation is of great interest for the offshore industry, 
e.g. to determine the air gap. Air gap is the vertical 
distance from the underside of the platform deck to 
the wave crest. This clearance must be sufficient 
that the wave does not strike the lower deck. At the 
same time, it must also be minimized in order to 
avoid raising the centre of gravity and exposed 
vertical surface area of the platform, which may 
affect the wind loading and will increase the wind 
overturning moments. 

An important influence on the determination of 
air gap is the phenomenon known as near-trapping. 
For a multi-column structure this has been shown 
theoretically to occur at critical frequencies 
dependent upon the geometry of the structure. 
These phenomena can cause the local wave 
elevations to be significantly greater than that of the 
undisturbed incident wave. Considering arrays of 
vertical bottom mounted circular columns, the 
scattering of water waves by arrays of columns was 
solved exactly by Linton and Evans (1990). 
Subsequently Evans & Porter (1997) made a 
detailed investigation of near-trapping by circular 
arrays of vertical cylinders. Malenica et al. (1999) 
extended the studies of near-trapping in an array to 
the second-order and suggest that second-order 
near-trapping occurs when the frequency of the 
second-order components is equal to the frequency 
of first-order near-trapping. However predicted by 
theoretical study, the near-trapping phenomenon has 
rarely been experimentally verified.  

In the present study the diffraction of regular 
waves by an array of four vertical cylinders is 
investigated by a model test. The test was 
undertaken in a wave basin at Dalian University of 
Technology and designed to measure the free 
surface elevation  at multiple locations close to the 
body surface subjected to regular waves of the 
steepness kA varies from 0.06 to 0.10, where k is 
the wave number, A is the incident wave amplitude. 

Ohl et al. (2001) has carried out a similar 
experiment and outstanding results are obtained 
from the experiment. Due to model and facility 
constraints the experiment was conducted for 6 
frequencies in the range 0.449<ka<0.555, where a
is the cylinder radius. In the present test, a wider 
range of frequencies 0.408<ka<1.966 were 
employed and over this frequency range the 
near-trapping phenomenon both at the first- and the 
second-order can be investigated. As the 
near-trapping phenomenon is sensitive to the 
change in ka, tests were conducted for totally 30 
frequencies and the frequencies are distributed 
densely in the range where near-trapping 
phenomena are theoretically predicted to occur. 

First- and second-order terms of wave elevations 
are computed from the measured time series. It can 
be found that high localized wave elevations were 
observed at both the first- and second-order. The 
large increases in free surface elevations are found 
to occur over a range of frequencies, close to the 
near-trapping frequency. The results are then 
compared with those obtained by QTFDUT, a 
hydrodynamic analysis program developed in the 
frame of potential flow theory. It’s found that the 
potential flow theory can be effective at predicting 
the first- and second-order qualities. At most 
frequencies satisfying results can be obtained by 
using the linear diffraction theory alone. However, 
at some crucial frequencies, the magnitude of local 
free surface is affected by significant nonlinear 
interactions, and the second-order qualities make a 
considerable contribution. 

2. SET-UP OF THE EXPERIMENT 

Test was undertaken in a wave basin at Dalian 
University of Technology. The basin has a plan area 
of 55m×34m. The water depth for testing is 0.5m.  
A wave generator with 70 computer controlled 
individual paddles is arranged at the basin’s 
upstream end. In the procedure of the experiment 
these paddles generated unidirectional regular 
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waves, with the wave crests parallel to the wave 
paddles. At the downstream end of the basin, a 
wave absorbing beach is arranged, which can 
prevent significant reflection of wave energy. Along 
the side walls wave absorbers are placed. To obtain 
a sufficient long period for data acquisition without 
spurious harmonics all these precautions are 
necessary. 

Fig.1 is a plan view of the model placement in 
the basin. The four cylinders are arranged at the 
corners of a square. The diameter of each cylinder 
is 400mm and the gap between cylinders is one 
diameter. The origin of the coordinate system is at 
the center of the cylinders and on the undisturbed 
free surface. The z-axis points vertically upwards, 
the x-axis is in the direction of incident wave 
propagation and the y-axis is parallel to the wave 
paddles. Four wave gauges are placed in the 
vicinity of the four cylinders as described in Fig.1. 
All gauges are 18mm away from the cylinder 
surface and the wave gauge positions are shown in 
Table 1. 

Fig.1 plan view of the model placement in the basin 

Table.1 The wave gauge positions 
Gauge x(mm) y(mm)

G1 618.00 0.00 
G2 -182.00 0.00 
G3 554.15 154.15 
G4 -245.85 154.15 

Tests were conducted for 30 regular wave periods. 
For each wave period, three waves with steepness 
kA of 0.06, 0.08 and 0.10 were chosen. Minor 
difference was found during the experiment 
between the measured incident amplitude A and the 
target value. 

3. NUMERICAL PROGRAM 

The hydrodynamic analysis program QTFDUT is 
used to compare with the experimental results. This 
program is developed in the frame of potential flow 
theory and utilizes the higher order boundary 
element method to solve the diffraction and 
radiation problem. First- and second-order velocity 

potentials can be computed for wave incident upon 
fixed and floating bodies of arbitrary shape. 

Prior to the present study, the program has been 
used to investigate wave diffraction for various 
geometries. Through comparisons with analytical 
solutions, semi-analytical solutions and published 
data, the validation of the program has been 
rigorously verified. Teng et al. (2012) has verified 
the program in a study, which considered the wave 
interaction with fixed arrays of bottom mounted 
cylinders. The second-order wave elevations 
generated by QTFDUT agree remarkably well with 
the Malenica et al.’s (1999) semi-analytical 
solutions.

4. SOME RESULTS OF THE EXPERIMENT 

The results from the regular wave tests are 
presented in this section. Firstly, the time history of 
measured data is shown for two typical conditions. 
From Fig.2 it can be observed that the measured 
data is stable and reaches their intended height. It 
also can be seen that the data used to be analyzed 
contains more than 15 steady-state waves, is of 
sufficient length to fully capture subtle features in 
the test. At T=0.68, the contribution from the 
nonlinear quantities is insignificant which implies 
that the results can be well predicted by linear wave 
theory. At T=1.36, nonlinear interactions have a 
strong effect on the local free surface ((1)=5.742cm 
and (2)=6.627cm) and can’t be accurately predicted 
by using linear wave theory alone. Band pass 
filtering method is used to analyze the measured 
data series and the measured data are decomposed 
into the first- and the second-order quantities. 

The results are then discussed with reference to 
linear and second-order wave theory. The results for 
the 4 gauge positions are presented in Figs. 3~4. 
For each gauge position, amplitude versus test wave 
period T is plotted. The validation of higher-order 
diffraction theories has primarily conducted on 
forces or moments which are integrated quantities. 
In present study, more rigorous comparison is 
carried out based on the free surface elevation. 
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Fig. 2 Measured time history of the free surface elevation 
at G1 for two conditions 
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Fig. 3 The first-order wave elevation at gauge positions 

Fig.3 shows the numerical and experimental 
first-order quantities. The plotted quantities are 
non-dimensionalized with A. It can be seen that the 
experimental results and theoretical results are in 
good agreement. There is also little difference 
between the results with different wave steepness. 
Above observations indicate that the potential flow 
theory can be effective at predicting the first-order 
elevation. Then at G2 large increases in free surface 
elevations occur over a narrow range of frequencies 
can be observed. The behavior of the experimental 
results in the range is close to the corresponding 
behavior described by the numerical results. Which 
implies that the near-trapping phenomenon indeed 
exist in the practice. While the match between 
experiment and theory is close, there are discernible 
differences in the magnitude and wave period of the 
maximum amplitude. The highest first-order 
elevation (1)/A is equal to 3.63 and occurs at 
T=0.68s at G2. At the same time the corresponding 
highest numerical value occurs at about T=0.69s
and is greater than the maximum experimental 
value. The reason for the shift of the period 
corresponding to the maximum value needs further 
investigation. It is also meaningful to note that the 
magnitude of the diffracted first-order amplitude at 
G2 never drops below that of the incident wave 
amplitude. 

Fig.4 shows the numerical and experimental 
second-order quantities. The plotted quantities are 
non-dimensionalized with kA2. It can be seen that 
overall trends of the experimental results are similar 
and all experimental results seem to correspond to 
the numerical prediction in general. The highest 
second order elevations (2)/kA2 is equal to 14.90 
and occurs at the gauge G2 when T=1.36s. As wave 
period approaching 1.36s, the magnitude increases 
rapidly and the resonance like phenomenon occurs 
over a broader range than that of the first-order. 
Shift of the period corresponding to the maximum 
value is also observed at the second-order. The 

Page 55 / 236



geometry used in the present test is identical to the 
case studied by Evans & Porter (1997) and 
Malenica et al. (1999). Malenica et al. (1999) found 
that near-trapping of the second-order wave occurs 
when its frequency coincides with the linear 
near-trapping frequency. In the present study, for 
the first-order component high localized wave 
elevations are observed at T=0.68s and for the 
second-order component the corresponding 
phenomenon occurs at T=1.36s. This finding 
coincides with the conclusion of Malenica et al.
(1999). 
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Fig. 4 The second-order wave elevation at gauge 
positions 

5. CONCLUSION 

Though analyzing the results of a model test it is 
found that the potential flow theory can be effective 
at predicting both the first- and the second-order 
qualities. The resonant like phenomena were 
observed in the model test. When the important 
phenomenon occurs at the second-order, significant 
nonlinear interactions can be observed and it makes 
a considerable contribution to the free surface 
elevation.
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We present this paper, in memory of Professor Fritz Ursell, which contains an exercise following

his work on the generalization of steepest descent method in 1960, 1964 and 1968. The potential

flow generated by an impulsive point source at the free surface with surface tension is analyzed

and different asymptotic expressions have been obtained. They include a series expansion for small

time, asymptotic expansion for very large time and uniform asymptotic expansions including Airy

function and its derivative for intermediate and large time.

1 Introduction
The surface tension and fluid viscosity are neglected in the classical potential theory. Green function repre-
senting the velocity potential due to an impulsive disturbance presents a perplexing peculiarity - the surface
elevation in a region approaching to the disturbance is found to oscillate with indefinitely increasing ampli-
tude and indefinitely decreasing wavelength as pointed out in Lamb (1932), Ursell (1960), Clement (1998)
and Chen & Wu (2001). The investigation of Chen (2002) and Chen & Duan (2003) shows that the introduc-
tion of surface tension in the formulation of ship waves eliminates the singularity of ship waves in the region
near the track of the source point at the free surface. This stimulates our study on numerical evaluation of
time-domain capillary-gravity Green function.

We study the potential at the point P (x, y, z) and time instant t′, generated at the point Q(ξ, η, ζ) and
time t by a source of unit impulsive strength δ(t). The time-domain capillary-gravity Green function is the
sum of an impulsive term and a memory part. The memory part is given by Wehausen & Laitone (1964,
eq.24.28) and expressed by a wavenumber integral :

G(P, t′, Q, t) = 2

∫
∞

0

ek(z+ζ)J0(kR)
√

gk + (T/ρ)k3 sin[
√
gk + (T/ρ)k3(t− t′)]dk (1)

where R =
√
(x− ξ)2 + (y − η)2 is the horizontal distance between the two points P and Q, g is the

acceleration due to gravity, ρ water density and T surface tension on the air-water interface. J0(·) is the
zeroth-order Bessel function of the first kind. If we use L as a reference length to write the non-dimensional
quantities as

τ = (t− t′)
√

g/L; (c, h) = (z + ζ,R)/L; σ =
√
T/(ρgL2)

the memory part G is written as
G(P, t′, Q, t) = 2

√
g/L3F (c, h, τ) (2)

such that the Green function is written in its dimensionless form :

F (c, h, τ) =

∫
∞

0

ekcJ0(kh)ω(k) sin[ω(k)τ ]dk with ω(k) =
√
k + σ2k3 (3)

If we take σ = 0, the expression (3) keeps the same form as that of pure-gravity waves.

2 Contour integrals passing through the saddle points
By using the identity J0(kh) = H+

0 (kh) +H−

0 (kh) with the Hankel function H±

0 (kh) = J0(kh) ± iY0(kh)
in (3), we may decompose F = F+ + F− with F+ and F− associated with H+

0 and H−

0 , respectively. At
large values of ω(k)τ and kh, the integrand of F+ and F− is of highly oscillatory. The phase function in the
integrand of F+ is ψ+ = ω(k)τ +kh while that of F− is ψ− = ω(k)τ −kh, identified by using the asymptotic
expression of H±

0 (kh) for large kh.

The phase function ψ+ = ω(k)τ + kh does not present any saddle point for �{k} > 0. The integration
path along the real axis of k for F+ can then be deformed to the path along the imaginary axis of k since
the arc integral linking both axis at infinity can be shown to be nil.

Following the work by Chen & Duan (2003) there are two saddle points kg and kT associated with the
phase function ψ− = ω(k)τ − kh in the integrand of F− :

kg = 1/(4v2) +O(σ/v2) and kT = 4v2/(9σ2) +O(σ/v2) for v �

√

σ (4)

Page 57 / 236



Figure 1: Integral contour for v > v0 Figure 2: Integral contour for v ≤ v0

where v = h/τ is the wave velocity. When v is of the same order as
√

σ, the wavenumbers kg and kT become
close and in particular, kg = kT = k0 ≈ 0.393/σ for v = v0 ≈ 1.086

√

σ. When v < v0, the wavenumbers kg
and kT are complex. At the limit v = 0, we have kg = −i0.577/σ = −kT .

For v > v0, the double derivatives ∂
2ψ−/∂k2(k = kg) < 0 and ∂2ψ−/∂k2(k = kT ) > 0 so that the steepest

paths through k = kg and k = kT should be those with increments Δk = |Δk|e−iπ/4 and Δk = |Δk|e+iπ/4

assuming |c| � 1, respectively. At very large k > kT , any path in the first quadrant is good although the
best is that with increment Δk = |Δk|e+iπ/3 for k → ∞. Furthermore, the contribution from the end point
at k = 0 is taken account by an integration on a limited segment along the imaginary axis. The integration
paths are depicted on Figure 1 and Figure 2 for v > v0 and v ≤ v0, respectively. The Green function
computed along the paths defined above is used to compare the asymptotic expansions in the following.

3 Series expansions for small τ
By expanding the sine function and

√

k + σ2k3 for small τ and σ, we obtain

F (c, h, τ) =

∫
∞

0

ekcJ0(kh)
√

k + σ2k3 sin(τ
√

k + σ2k3)dk

=
∞∑

m=0

m+1∑
n=0

(−1)mτ2m+1

(2m+ 1)!

(m+ 1)!

n!(m+ 1− n)!
σ2m+2−2n

∫
∞

0

ekcJ0(kh)k
3m+3−2ndk

Using the identity (6.621) in Gradshteyn & Ryzhik (2007) :

∫
∞

0

ekcJ0(kh)k
3m+3−2ndk = (3m+ 3− 2n)!P3m+3−2n(cos θ) r

−(3m+4−2n) (5)

where
r =

√
h2 + c2 and cos θ = −c/r

we find that F (c, h, τ) is expressed in the form

F (c, h, τ) =

∞∑
m=0

m+1∑
n=0

(−1)mτ2m+1

(2m+ 1)!

(m+ 1)!(3m+ 3− 2n)!

n!(m+ 1− n)!
σ2m+2−2nP3m+3−2n(cos θ) r

−(3m+4−2n) (6)

which can be used for small τ .

4 Expansions for very large τ

At very large time of τ , the behaviors of F (c, h, τ) depend on the contributions of integration in the vicinity
of end points and saddle points. To estimate the contribution from the end points, we change the integral
variable k to ω and rewrite F (c, h, τ) as

F (c, h, τ) = 2

∫
∞

0

ekcJ0(kh)ω
2/(1 + 3σ2k2) sin(ωτ)dω with ϕ = ψ−/τ = ω(k)− kv (7)
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in which the amplitude function of the integrand is expanded at ω → 0 as

ekcJ0(kh)ω
2/(1 + 3σ2k2) = ω2 + cω4 + (−3σ2

− h2/4 + c2/2)ω6 +O(ω8) (8)

Introducing (8) into (7) and using the identity
∫

∞

0

ωn sin(ωτ)dω = cos(nπ/2)n!/τn+1 (9)

we have
F (c, h, τ) ≈ −4/τ3 + 48c/τ5 + 5!(36σ2 + 3h2

− 6c2)/τ7 +O(τ−9) (10)

The expression (10) representing the contribution from the end point at k = 0 for very large τ should be
added to the contributions from saddle points which are now developed below.

5 Uniform asymptotic expansions
For the large value of h and τ , the dominant contribution comes from the saddle points in the integrand of
F−(c, h, τ) and we write (3) in the complex form :

F (c, h, τ) ≈ F− = �

{∫
∞

0

ωekc+πi/4

√

2πkh
eiτϕ(k,v)dk

}
with τϕ(k, v) = ψ−(τ, h, k) (11)

To develop an uniform asymptotic expansion, we use the method of Chester, Friedman & Ursell (1957) and
define a cubic transform of the variable of integration k to u

iϕ(k, v) = i(ω − kv) = −(u3/3− γ2u) + ρ (12)

it follows that

F (c, h, τ) ≈ �

{
eτρ

∫
∞e4πi/3

∞e2πi/3

G0(u, v)e
−τ(u3/3−γ2u)du

}
(13)

where
G0(u, v) =

√
(1 + σ2k2)/(2πh)ekc+πi/4(dk/du) (14)

We then construct a Bleistein sequence to replace the integrand G0(u, v)

G0(u, v) = b0 + b1u+ (u2
− γ2)H0(u, v) (15)

We obtain the uniform asymptotic expansions of F (c, h, τ) for large τ

F (c, h, τ) ≈ �

{
2πieτρ[Ai(τ2/3γ2)b0/τ

1/3 +Ai′(τ2/3γ2)b1/τ
2/3]

}
(16)

where
ρ = i(ϕ(kT , v) + ϕ(kg, v))/2 (17)

γ =

⎧⎪⎨
⎪⎩
exp(πi/2){[ϕ(kg, v)− ϕ(kT , v)]3/4}

1/3 for v > v0

0 for v = v0

exp(πi){�[ϕ(kT , v)− ϕ(kg, v)]3/4}
1/3 for v < v0

(18)

and

b0 =

{
eiπ/4/

√

8πh
(√

1 + σ2k2ge
kgc (dk/du)|u=−γ +

√
1 + σ2k2T e

kT c (dk/du)|u=γ

)
for v �= v0

e−iπ/4/
√

2πh
√

1 + σ2k20 (2/ϕ
′′′

kkk(k0, v))
1/3

for v = v0
(19)

b1 =

{
eiπ/4/(γ

√

8πh)
(√

1 + σ2k2T e
kT c (dk/du)|u=γ −

√
1 + σ2k2ge

kgc (dk/du)|u=−γ

)
for v �= v0

0 for v = v0
(20)

with
dk

du

∣∣∣∣
u=∓γ

=

{
e−iπ/2

√
2 |γ/ϕ′′

kk(kg,T , v)| for v > v0

e−i[π±arg(i/ϕ′′

kk(kT ,v))]/2
√
2 |γ/ϕ′′

kk(kg,T , v)| for v < v0
(21)

The resulting expansion (16) is uniformly valid for a large zone |v− v0| < Mv independent of τ and more
details can be found in Dai and Chen (2012). The pure gravity waves on finite depth due to an impulse have
the similar situation and studied in Clarisse et al. (1995).
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Figure 3: Comparison of asymptotic expansions with contour integrals for (c, h) = (−0.01, 0.5)

6 Summary and conclusions
Based on the above study, F (c, h, τ) can be evaluated by the contour integration along the steepest descent
paths passing through the saddle points. The results by contour integrals are useful to check the asymptotic
expansions. An example of numerical results for τ varying from 0 to 12 at (c, h)=(−0.01, 0.5) is depicted on
Figure 3. The results of contour integral are represented by solid lines while those of the uniform asymptotic
expansions (16) by the symbol of empty circles. The results of series expansions (6) are depicted by the
symbol of empty triangles and those of (10) by the symbol of empty squares. For small and moderate
values of τ , the series expansion (6) gives excellent results. For large values of τ the asymptotic expansions
(10) representing the contribution from the end point at k = 0 and the uniform asymptotic expansion (16)
corresponding to the contribution of saddles points at k = kg and k = kT are very good as well. Finally, at

very large values of τ , the uniform asymptotic expansion (16) is of exponentially small O(e−τ |γ|32/3) so that
asymptotic expansions (10) becomes dominant theoretically but the absolute value remains very small.
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Summary

The shallow-water wave theory of Tuck (1966) provides a remarkably simple set of formulas for the
sinkage, trim, and wave resistance of a slender vessel traveling at a steady speed. Tuck (1967) later
extended this work to include the case of a channel of finite width. In the current study, we compare
these predictions of Tuck with the exact finite-channel-width finite-water-depth linearized theory based
on the disturbance of the free surface, as detailed by Doctors (2008). It is shown that the shallow-water
theory provides a good approximation for all three abovementioned quantities at speeds up to those
corresponding to a depth Froude number of about 0.6. However, the shallow-water theory always
provides underpredictions, compared to both the exact theory and with experiments in a towing tank.

1 Introduction

We consider the problem of a ship with length L,
beam B, and draft T , advancing with a steady
speed U in water of finite depth d in a channel
of width w. Principal matters of interest are the
sinkage s, trim t, and resistance R of the vessel.
Of particular concern is whether the vessel will
“ground” or contact the bottom in very shallow
channels. Thus, it is useful to compute the keel
clearance c, when the vessel is underway. Details
of this geometry are shown in Figure 1(a).

Michell (1898) was the first to analyze the hydro-
dynamics of a ship, although his work was limited
to the case of water of infinite depth and with
infinite lateral extent. His essential assumption
regarding the physics is that the vessel should
be “thin”; that is, B/L is to be small. Many
comparisons of the theory with experiments in a
towing tank confirm that the predictions possess
engineering validity for vessels with B/L < 0.25.

Regarding wave resistance, this theory has since
been extended to include the case of a channel
with a finite width, by Sretensky (1936). Finite
water depth was considered by Lunde (1951).

If one is concerned with sinkage and trim, then
it is necessary to also compute the rather more
complicated near-field integrals, as described by
Doctors (2008). Thus, it is of interest to compare
the efficacy of the simpler shallow-water theory
with that of the complete finite-depth theory.

2 Finite-Water-Depth Wave Theory

A summary of the inviscid linearized theory
predicting near-field disturbance created by a
steadily advancing ship was provided by Doctors
(2008). The wave elevation is given by:

ζ(x, y) =
1

π2

∞∫
0

dkx

∞∑
i=0

ε Δky k2
x exp(ikxx)

· cos(kyy) · (U − iV)/f

−
i

π

∞∑
i=0

′

ε Δky kkx exp(ikxx)

· cos(kyy) · (U − iV)/
df

dk
, (1)

where the dispersion relationship and its deriva-
tive are

f = k2 − kk0 tanh(kd) − k2
y , (2)

df

dk
= 2k − k0 tanh(kd) − kk0d sech2(kd) , (3)

and the fundamental circular wave number is

k0 = g/U2 . (4)

Here, g is the acceleration due to gravity, kx is
the longitudinal wavenumber, ky is the transverse
wavenumber and k is the circular wavenumber.
Finally, the finite-depth wave functions in Equa-
tion (1) are given by the formulas

U =
P+ + exp(−2kd)P−

1 + exp(−2kd)
, (5)

V =
Q+ + exp(−2kd)Q−

1 + exp(−2kd)
, (6)
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Figure 1: Definition of Problem Figure 1: Definition of Problem
(a) Details of Geometry (b) Wireframe View

Figure 2: Three Theories for Sinkage

in which the Michell (1898) deep-water monohull
functions depend on the local beam b(x, z):

P± + iQ± =

∫
S0

b(x, z) exp(ikxx ± kz) dS . (7)

3 Shallow-Water Wave Theory

The approach here is to assume that the water-
depth is sufficiently small, so that the Laplace
(field) equation,

φxx + φyy + φzz = 0 , (8)

can be replaced by the simpler

(1 − F 2
d )φxx + φyy = 0 , (9)

where the depth Froude number is

Fd = U/
√

gd . (10)

Tuck (1967) showed, by applying the x-wise
Fourier transforms to Equation (9), that the wave
elevation could be expressed as

ζ(x, 0) = −
U2

4πgd
√

1 − F 2
d

∞∫
−∞

exp (ikx)|k|

·S̃(k) coth

(
1

2
w|k|

√
1 − F 2

d

)
dk , (11)

where the Fourier transform of the sectional-area
curve is

S̃(k) =

∫
L

S(x) exp (−ikx) dx . (12)

The pressure at the local section is directly re-
lated to the wave elevation, so that one can com-
pute the relevant contributions to the longitudi-
nal x force, the vertical z force, and the moment
about the transverse y axis. The resistance, sink-
age, and trim directly follow.

4 Sinkage

The subject of the experiments was a “sim-
ple” model possessing parabolic sections and
parabolic waterlines, as suggested by Wigley
(1934). The model is shown in Figure 1(b).

Figure 2 is a comparison of the theoretical dimen-
sionless sinkage s/L for this model, plotted as a
function of the depth Froude number Fd. Curve 2
through Curve 5 represent the finite-width pre-
dictions, based on Equation (11). It is seen that
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Figure 3: Sinkage Figure 3: Sinkage
(a) d/L = 0.1 (b) d/L = 0.25

Figure 4: Trim Figure 4: Trim
(a) d/L = 0.1 (b) d/L = 0.25

the theory approaches the expected limit of the
hydraulic theory (Curve 1) for a narrow channel
w/L = 0.5. Similarly, the desired limit of the
wide-channel theory (Curve 6) of Tuck (1966) is
closely achieved for the case of w/L = 4.

A comparison of the predicted and experimen-
tal sinkage is presented in Figure 3(a) for a
relatively low depth-to-length ratio d/L = 0.1.
Finite-width shallow-water theory represents an
improvement over the wide-shallow-water theory.

Both theories are a good indication of the sink-
age. Nevertheless, the more traditional finite-
width finite-depth (exact theory) is better still.
The case of deeper water, namely d/L = 0.25, in
Figure 3(b) shows that the shallow-water concept
is much less valid in this case.

5 Trim

The trim is depicted in the two parts of Figure 4
for the same two water depths. The shallower
case in Figure 4(a) is particularly interesting,
because both shallow-water theories indicate no
trim, for these subcritical speeds, for this vessel
with fore-aft symmetry.

This is indeed reasonably true in practice, at least
up to Fd ≈ 0.8. The exact theory does provide
a positive trim at higher speeds, in keeping with
observation.

At the greater depth of d/L = 0.25 in Fig-
ure 4(b), the trim is certainly nonzero for Fd >
0.7; the exact theory provides a good prediction
for values of Fd up to about 0.9.
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Figure 5: Total Resistance Figure 5: Total Resistance
(a) d/L = 0.1 (b) d/L = 0.25

6 Resistance

Finally, the resistance for the lesser of the two wa-
ter depths is shown in Figure 5(a). Curiously, the
shallow-water theory predicts no wave resistance,
so the only contribution to the total resistance
RT is through the frictional resistance, which was
computed using the 1957 International Towing
Tank Committee (ITTC) formulation, together
with a frictional form factor fF = 1.2.

The resistance is rendered dimensionless by the
vessel weight W . The exact formulation provides
a nonzero wave resistance in Figure 5(a). For the
greater depth in Figure 5(b), the “exact” theory
gives a good indication of the total resistance at
speeds corresponding to almost Fd = 0.9.

7 Concluding Comments

The lowest depth corresponded to a depth-to-
draft ratio d/T of 1.6. It would be instructive to
conduct experiments at lower depths, where the
shallow-water theory will be more applicable.

This study has been confined to the subcritical-
speeds. The nature of the theoretical formula-
tions is substantially different for the supercriti-
cal case — another fruitful area of research.

The tests were performed in the Towing Tank at
the Australian Maritime College (AMC) under
the supervision of Mr Gregor Macfarlane.

8 References

Doctors, L.J.: “The Unsteady Growth of Ship
Waves in a Towing Tank”, Proc. Twenty-
Third International Workshop on Water
Waves and Floating Bodies (23 IWWWFB),
Jeju, Korea, pp 37–40 (April 2008)

Lunde, J.K.: “On the Linearized Theory of
Wave Resistance for Displacement Ships in
Steady and Accelerated Motion”, Trans. So-
ciety of Naval Architects and Marine Engi-
neers, Vol. 59, pp 25–76, Discussion: 76–85
(December 1951)

Michell, J.H.: “The Wave Resistance of
a Ship”, Philosophical Magazine, Series 5,
Vol. 45, No. 272, pp 106–123 (January 1898)

Sretensky, L.N.: “On the Wave-Making Re-
sistance of a Ship Moving along in a Canal”,
Philosophical Magazine, Series 7, Supple-
ment, Vol. 22, No. 150, pp 1005–1013
(November 1936)

Tuck, E.O.: “Shallow-Water Flows past Slen-
der Bodies”, J. Fluid Mechanics, Vol. 26,
Part 1, pp 81–95 (September 1966)

Tuck, E.O.: “Sinkage and Trim in Shallow Wa-
ter of Finite Width”, Schiffstechnik, Vol. 14,
No. 73, pp 92–94 (1967)

Wigley, W.C.S.: “A Comparison of Ex-
periment and Calculated Wave-Profiles
and Wave-Resistances for a Form Having
Parabolic Waterlines”, Proc. Royal Society
of London, Series A, Vol. 144, No. 851,
pp 144–159 + 4 plates (March 1934)

Page 64 / 236



An experimental study of near-cloaking
G. Dupont1,2,4, O. Kimmoun2,3,4, B. Molin2,3, S. Guenneau1,4, S. Enoch1,4

1 Institut Fresnel, UMR CNRS 7249, 13 397 Marseille cedex 20
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In the past years there has been much research work on ”cloaking”, whereby some object is made ”invisible”.
From electromagnetics the topic has been extended to other fields such as acoustics, structural mechanics and,
more recently, hydrodynamics. In the water wave context, ”invisibility” means that the diffracted wave field
is nil in the far-field at all azimuthal angles. This can usually be achieved only at one wave frequency. At the
26th IWWWFB Porter (2011) presented an application to the case of a vertical cylinder, rendered invisible by a
local modification of the bathymetry in an otherwise constant depth ocean. This case was further investigated
by Newman (2012).
In this paper we report a similar study, where a vertical dihedral, at the end of the ECM wavetank, is at-

tempted to be rendered invisible.

Experimental set-up
Our wave flume is about 15 m long and 65 cm wide. In the reported experiments the waterdepth was set at

40 cm. The beach at the end of the tank was removed and a rigid vertical plate was installed, from wall to
wall, at an angle of 60 degrees, thereby achieving a dihedral. In this configuration a first series of regular wave
tests was run, with wave number k mainly in the range π/b through 2 π/b (b being the tank width), meaning
the reflected wave system, in the far-field, consists of two modes: the inline mode and the first sloshing (plus
progressive) mode. The two components were separated by an array of 5 wave gauges over the width of the
tank, set at different inline positions (the same experimental case being run as many times as different positions
were used).
In a second stage an ”invisibility carpet”, consisting in 18 vertical poles, with trapezoidal cross-sections, was

set in front of the dihedral. The same regular wave tests were run, and the reflected inline and sloshing modes
were separated from the wave gauge measurements. Successful ”invisibility” implies that the sloshing modes
vanish and only the inline reflected mode remains.

Numerical determination of the reflected wave system
The problem was formulated within the frame of linearized potential flow theory, and solved numerically

with the COMSOL Multiphysics software. In the dihedral alone case (without the ”invisibility carpet”) a
semi-analytical method, described below, was also used to validate COMSOL’s results.
Due to the wall-sided geometry the linearized velocity potential writes

Φ(x, y, z, t) = �

{
−i

AI g

ω

coshk(z + h)

coshkh
ϕ(x, y) e−iωt

}
(1)

where AI is the amplitude of the incoming waves, h the waterdepth, ω the frequency and k the wave number.
The reduced potential ϕ satisfies the Helmholtz equation Δϕ+ k2 ϕ = 0 in the fluid domain, no-flow conditions
at the solid walls and appropriate ingoing and outgoing conditions at x → ∞.

Dihedral alone

Figure 1 shows the geometry at the end of the tank. It consists in two overlapping rectangular sub-domains:
– the angular sector 0 ≤ R ≤ 2 d ; 0 ≤ θ ≤ π/3 (inside the green contour in figure 1).
– the semi-infinite strip d ≤ x < ∞ ; 0 ≤ y ≤ b with d = b

√

3/3 (inside the red contour).
Within the first sub-domain the reduced potential ϕ takes the general form:

ϕ1(R, θ) =

∞∑
m=0

Am

J3m(kR)

J3m(2kd)
cos 3mθ (2)

with J3m the Bessel function of the first kind.
Within the second sub-domain it can be written as:

ϕ2(x, y) = e−i kx +

∞∑
n=0

Bn cosλny e−αn (x−d) (3)
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Figure 1: Sub-domains 1 and 2 and control points.

where λn = nπ/b and

αn = −i
√
k2 − λ2

n for n ≤ N2 αn =
√
λ2
n − k2 for n > N2 (4)

N2 being the largest integer n such that λn < k.
The unknown coefficients Am and Bn can be determined by enforcing that the two expressions coincide in the

common region. To this end the series are truncated at orders M and N , Npt (with Npt � M +N +2) control
points (shown as blue square symbols) are distributed over the common region, and the following quantity

E =

Npt∑
i=1

∣∣∣ϕ1(xi, yi)− ϕ2(xi, yi)
∣∣∣2 (5)

is minimized.

Figure 2: Coefficients |B0| and |B1| vs kb/π.

Figure 2 shows the moduli of the non-dimensional amplitudes B0, B1 of the propagating modes for 0.5 ≤

k b/π ≤ 2.3, as obtained semi-analytically with this method and as obtained numerically with the Finite Ele-
ment Method of COMSOL. The agreement is excellent.
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Invisibility carpet
The trapezoidal end part of the wave-flume is covered with vertical poles of prismatic cross-sections, as shown

in figure 4. The void fraction is close to 50 %, and the ”carpet” extends 1.5 m from the end point of the tank.
These choices are somewhat arbitrary. Keeping constant the void fraction and extension of the carpet, the
number of inclusions in the inline and transverse directions are varied in COMSOL computations.
An efficiency function is defined from the quantity

F =
∑
n

∫ b

0

∣∣∣ϕ(xn, y)− ϕ(xn, y)
∣∣∣2 dy (6)

where a number of reference abscissas xn are taken, from the edge of the carpet toward the wavemaker. When
there is no carpet F takes the value F0. The efficiency is then defined as F/F0. An efficiency equal to zero
means that the dihedral has been made ”invisible”.

Figure 3: Efficiency function F/F0, for different numbers of inclusions.

Figure 3 shows the obtained efficiencies for 4 different arrangements, and for k b/π in the range 0.8 to 2.2.
It is somewhat puzzling that the most efficient carpet, in the range 1.4 ≤ k b/π < 2.2, is the carpet with the
intermediate number of inclusions (18). This is the carpet that was modeled experimentally. A photograph is
shown in figure 4.

Figure 4: Photograph of the invisibility carpet (left). Calculated wave patterns in the end part of the tank for
3 kb values (right).

Figure 4 (right) shows calculated patterns of the free surface elevation, with and without the invisibility car-
pet, for 3 values of k b/π. The first value (kb/π = 0.635) is below the cut-off frequency, so the wave pattern is
unidirectional in both cases.
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Results for the non-dimensional amplitudes B0 and B1, from COMSOL computations, for the 18 inclusions
arrangement, are shown in figure 5, and compared with the dihedral alone case. With the carpet the inline
coefficient B0 takes values very close to 1 all over the kb range, while the B1 coefficient is strongly decreased.

Figure 5: Results from COMSOL computations: B0 and B1 without (full lines) and with (dashed lines) the
carpet.

Figure 6: Results from experiments: B0 and B1 without (full lines) and with (dashed lines) the carpet.

Finally figure 6 shows the experimental B0 and B1 coefficients, as derived from the wave gauges measure-
ments. The agreement with the results in figure 5 is fair in the dihedral alone case. In the carpet case it is only
qualitative. In particular the experimental B0 coefficient, in the low kb range, is much lower than 1, suggesting
that appreciable energy dissipation takes place in the carpet, most likely through viscous effects. Another reason
for discrepancies might be that at low kb values, the wave flume being only about 15 m long, with no active
absorption mechanism, the steady state window is rather short.
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Capture width for arrays of wave energy converters
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In this paper I use the ”optical theorem for wave power” to calculate the capture width for arrays of

wave energy converters. The optical theorem (in analogy with the optical theorem in atomic physics [1])

relates the capture width (CW) for a wave energy converter (WEC) to the polar diagram f (θ) of the total

wave generated by the device due to its unmoving presence in the sea together with its motions and the

forces it exerts,

CW = λ
|ℜ f (0)|2

R π
−π | f (θ)|2dθ

(1)

Here f (θ) gives the complex amplitude of the wave generated by the device as a function of the angle

θ relative to the propagation direction of the incident waves, (the forward direction). Equation (1) has

been derived independently by many authors and reviewed recently by Farley [2] with references to

previous work. In [2] it is established that the relevant angular distribution f (θ) is for the total wave

generated by the device and the forward amplitude f (0) is required in the numerator of (1) rather than

the backward amplitude f (π). (Not to be confused with the backward amplitude f (π) required in the

theorem of Newman [3] using waves from the device motions alone omitting the waves generated by the

device’s unmoving presence). The formula gives the capture width in the best case, when the motions of

the WEC have been optimised in amplitude and phase.

It was pointed out in [2] that equation (1) can be applied not only to a single machine but also to

calculate the capture by any combination of reasonably localised WEC’s in any pattern or array. One

only needs to compute the overall polar diagram f (θ) and then apply (1).

In an array of identical WECs there are two effects to be considered:

a) The wave generated by each WEC propagates to the neighbouring WECs and adds to the incident

wave. This is important if the array is closely packed. For an array of heaving point absorbers Mei [4]

shows that the radiation damping is increased and the resonance is broadened.

b) At a distance the waves generated by each WEC combine to give the overall polar diagram f (θ)
which determines the capture width. If the array spacing is large compared with the size of the individual

elements this is the main effect and the direct interactions (a) can be neglected, as argued for example by

Garnaud and Mei [5] who consider a long linear array parallel to the direction of wave propagation.

Here I assume that the components of the array are widely spaced so the modification of the incident

wave by radiation from neighbouring elements can be neglected. All effects on the capture width arise

from (b). In computing the overall angular distribution the polar diagram of each element should be

included. The frequency response of the array will be just the same as the frequency response of the

individual elements with no broadening. If all the elements are close together the polar diagram will be

the same as that of a single element and the capture width

will be unchanged. As the components are moved further

apart the polar diagram changes and the capture width rises.

Array theory

Consider an array which is symmetric about a central point

O and compute f (θ) as from this origin. The incident

monochromatic waves propagate in the direction OX and θ
is the angle of the generated wave relative to OX. The wave
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generated by a WEC element at point P, distance r from O at angle ψ, has a relative phase advance

φ = kr{cos(ψ−θ)− cos(ψ)} = 2 k r sin(ψ−θ/2). sin(θ/2) (2)

As the array is symmetric about O, imaginary parts of the generated waves will cancel. The overall

amplitude at angle θ is given by the sum over the array of

f (θ) = Σ cos(φ) (3)

For an array symmetric about O the overall phase will be the same as that from a WEC element at O. In

the forward direction with θ = 0, φ = 0 for all elements, so their contributions all add up.

Linear arrays

Results for heaving buoys in a linear array perpendicular to the wave direction, buoy spacing d, are

shown in figure 1 for a line of 11 boys and a line of 41 buoys. The CW rises to a peak when kd = 4.8
followed by a steep drop when buoy spacing is one wavelength !! The best result gives a factor 2.25

improvement over the simple sum for 41 buoys, a factor 2.35 for 11 buoys. For larger array spacings,

the CW continues to be periodic but is generally smaller . The average improvement factor is close to 41

for 41 buoys, close to 11 for 11 buoys, as one might naively expect. With a wide spectrum sea the result

will be some average over adjoining values of kd. In 1976 Budal [6] computed the energy balance in the

far field for a line of 10 buoys and obtained a graph similar to figure 1. McIver [7] found essentially the

same for a line of 5 buoys.

Two parallel lines of buoys, both parallel to the wave crests, have been recommended. The same

calculation gives a poor result if the line spacing is one or two wavelengths. Optimum line spacing is

about 0.75 λ which gives figure 2 with an improvement factor 188 for 82 buoys, a ratio of 2.29 per buoy.

Comparing with figure 1, it seems that a single line is very nearly as good.

The result for a linear array oriented parallel to the wave direction is given in figure 3, again for

lines of 11 and 41 buoys. In this case there are pronounced minima when the buoy spacing is some

multiple of λ/2, but on the whole the CW increases as the buoy spacing is increased. However the best

results are disappointing: the improvement factors over the same number of independent buoys is only

0.7 for 11 buoys and 0.55 for 41 buoys.

Circular arrays

The polar diagram for a circular disc-shaped array can be obtained in the same way, (but in this case

neglecting the hydrodynamic modifications of the incident wave [4]). The improvement ratio for a

ring of 6 buoys with another at the centre, was caculated as a function of ring diameter. For very small

diameters the ratio is 1, so the capture width is the same as that of a single buoy. The ratio rises to a

maximum of 7.2 when the radius is 1.64 λ, hardly better than 7 separate buoys. A disc is a collection of

rings, so will be no better. It seems that the compact arrays studied in [4] will have a broader resonance

because of the close interactions but the peak response will hardly justify the extra expense.

A paradox

The array captures more power because on average the radiation to the far field is reduced by destruc-

tive interference. The radiation damping of each buoy will be correspondingly reduced. To capture

more power each device must move more. Why should it do so when I have assumed that the incident

wave at each device is unmodified? This is a mystery. Theorem (1) is valid only if the device motions

have been optimised, which must imply less internal damping than for an isolated buoy. However less

damping implies a narrower resonance; so in a wide-spectrum sea the gains predicted by figures 1 etc

may prove illusionary.
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Conclusions

1) A line of WECs perpendicular to the wave direction is the best shape for the array.

2) Spacing should be of order 3/4 times the wavelength, a bit smaller for a wide spectrum sea; one

wavelength spacing is bad.

3) The total CW is then about a factor 2 more than for the individual elements deployed separately.

4) Two parallel broadside lines do not offer much improvement.
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Figure 1: Capture widths for a line of buoys perpendicular to the wave direction, spacing d. For 11
buoys and 41 buoys. Total CW compared to a single buoy
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Figure 2: Capture width ratio for two parallel lines of buoys perpendicular to the wave direction, spacing
d. Each line has 41 buoys.

Figure 3: Capture widths for a line of buoys parallel to the wave direction, spacing d. For 11 buoys and
41 buoys.
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INTRODUCTION 
In the real ocean, density of sea water is actually 

changing with the depth due to the variations in 
salinity and temperature. The two-layer fluid system is 
the simplest model to investigate the internal wave. In 
this system there exists a density discontinuity at the 
interface between the upper and the lower layers, and 
the density is constant in each layer. The internal 
waves will be generated on the interface such as 
solitary wave and periodic wave. For internal solitary 
wave, the wave length is much longer than the 
characteristic length of structure. So the internal 
solitary wave forces acting on ocean structures can be 
simulated by Morison formula (Song, et al. 2011). For 
the harmonic internal waves, the wave length is over a 
wide range. The diffraction/radiation theory should be 
adopted when the characteristic length of structure is 
relative large. 

The multipole expansion method is utilized by 
Cadby and Linton (2000) to investigate wave radiation 
on a submerged sphere. Ten and Kashiwagi (2004) and 
Kashiwagi et al. (2006) developed a linearized 2-D 
diffraction/radiation model, in which boundary 
integral-equation method is implemented in 
frequency-domain. In this model, the Green function 
which satisfied the free surface and interface boundary 
conditions is derived. Nguyen and Yeung (2011) 
derived the unsteady 3-D sources for a two-layer fluid 
of finite depth.  

Teng and Gou(2009) and Gou et al. (2012) 
developed a time-domain numerical method by 
boundary element method to study the diffraction 
problem in a two-layer fluid. In this numerical model, 
the simple Rankine source is used, and the 
complicated wave Green function is avoided to be 
calculated. As the continued work, the wave radiation 
problem in a two-layer fluid is simulated by this 
time-domain method here. The forced oscillation of a 
truncated cylinder in finite depth is considered. 
Comparisons are made with an analytic solution 
derived by Shi and You (2009), which the 
eigenfunction expansion method is used. The 
examination shows that the model gives very steady 

results and has good agreement with the analytic 
solution, and some significant results can be drawn. 

 
NUMERICAL MODEL 

A Cartesian coordinate system is defined with the 
origin in the plane of the undisturbed free surface, and 
the z-axis positive upwards. The densities of the fluids 
in the upper and the lower layers are 1 and 2, 
respectively. Other notations are shown in Fig.1. The 
fluid in each layer is assumed to be inviscid and 
incompressible, and the flow irrotational. Furthermore, 
the motions of the body are relatively small so that the 
linear potential theory is applied.  

 

h1 

h2 

SB 

SF 

SI 

SD 

x 
z 

Ω 1 

Ω 2 

 
Fig.1 Definition Sketch  

 
The radiation velocity potentials Φ(1) and Φ(2) in the 

fluid domain 1 and 2 satisfy Laplace equation, and 
the linearized boundary conditions are satisfied as 
follows: 

 
1 1 0tt zg ,    on z=0  (1) 
1 2

z z ,        on z=-h1 (2) 
1 1 2 2( )tt z tt zg g , on z=-h1 (3) 

1

nV
n

 (4) 

2 0 z ,         on z=-h1-h2 (5) 
 
where 1 2/ , Vn is the velocity of the body. 

In order to avoid the reflection of scatter waves, an 
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artificial damping layer must be utilized to absorb the 
scattered wave. For the two-layer fluid system, a 
damping term is added to both the free surface and the 
internal surface boundary conditions on the outer part. 
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Here, damping coefficient α and beach breadth 
coefficient β are equal to 1.0. 

The structure considered here is located in the upper 
fluid. Applying the Green’s second identity to Green 
function and radiation velocity potential Φ(1) and Φ(2) 
in each layer respectively, we can obtain the integral 
equations: 
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Here, r is the distance between the field and the source 
points, and r2 is the distance between the field point 
and the image of the source point about the sea bed. 
The direct method is used to calculate the solid angle  
(Teng, et al, 2006). The computational field is divided 
by second order isoparametric elements, and two sets 
of linear equations are obtained after the discretization 
to Eqs.(10) and (11). 
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Applying the interface conditions Eq.(2) and the 
velocity potential function  defined by Eq.(8), we can 
get a single set of linear equations as follows: 
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From the above equation, we can find that the velocity 
potential Φ(1) and Φ(2) on the interface have no need to 
be solved in the time matching procedure, and they 
have been replaced by . It makes the time matching 
process easier. The 4th-order Runga-Kutta approach is 
used, basing on boundary conditions Eqs.(4), (6) and 
(7). In order to avoid the initial effect a ramping 
function is utilized. 
 

1 (1 cos( ))
2( )

1

m
mm

m

t t T
TR t

t T
 (16) 

 
where T is the wave period, and Tm=2T in this 
simulation. Then, all the time histories of wave 
elevations on free and internal surface and wave forces 
acting on the body can be calculated.  
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NUMERICAL RESULTS 
The forced oscillation of a truncated cylinder in a 

two layer fluid of finite depth is considered. The 
sketch is also shown in Fig.1. The cylinder has a 
radius of a=1.0m, and a draft of T =1.0m. The water 
depths of the upper and the lower layers are h1 =1.4m, 
h2=0.6. The densities of the fluids in the upper and the 
lower layers are 1=998.2kg/m3 and 2=1027.2kg/m3, 
respectively. That means  =0.972.  

In this numerical method, both the free surface and 
internal surface should be meshed. The radius of 
computed field is about 3  in this case, and the length 
of the damping layer 1.5  is included. Here,  is the 
wave length relative to the internal wave mode. The 
computational meshes on the body surface, the free 
surface and the internal surface are shown in Fig.2 

 
Fig.2 Mesh of the computational field. 

 
Surge motion 

The truncated cylinder is forced to oscillate in surge 
direction by the function of x=Asin t. A is the 
amplitude of the surge oscillation, and  is the 
oscillation angle frequency. So the velocity of the 
truncated cylinder Vx=A  cos t. When the unknown 
velocity potentials over truncated cylinder surface are 
obtained, the pressure can be derived from the 
Bernoulli equation, the forces and moments acting on 
the body can be calculated by integrating the pressure 
over the mean body surface. In order to compare with 
the analytical result derived by Shi and You (2009), 
the radiation force of unit oscillation was divided into 
added mass and damping coefficient. In order to 
investigate the hydrodynamic forces in two-layer fluid 
system, the results of single-layer is also shown. 

Fig.3 and Fig.4 show the added mass and damping 
coefficient of surge oscillation. It should be note that 
there are two possible scatter waves with a prescribed 
frequency in a two-layer fluid, which so called the 
surface wave mode and internal wave mode. The 

results presented here are the total action of both the 
two modes. From the comparison with analytic results, 
we can see that the present numerical model by 
time-domain method have good precision. 
Furthermore, the results indicate that the results of 
two-layer fluid are significant compared with the 
results of single-layer in relative lower frequency 
range. The interface elevation at t=9T is shown in 
Fig.5. It can be seen that the wave profile is smooth 
enough, and demonstrated the steady of this numerical 
model.  

 

 
Fig.3 Added mass of surge motion 

 

 
Fig.4 Damping coefficient of surge motion 

 

 
Fig.5 The interface elevation at t=9T 
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Pitch motion 
The truncated cylinder is also forced to oscillate in 

pitch direction by the function of y=Asin t. Here, A 
and  are the amplitude and angle frequency of the 
pitch oscillation, respectively. The rotation center is 
located on the origin center. 

Fig.6 and Fig.7 show the added mass and damping 
coefficient of pitch motion, respectively. Consistent 
with previous conclusions, the numerical results have 
good agreement with analytic solutions, and the results 
are significant in the relative lower frequency range 
compared with the sing-layer solutions. 

 

 
Fig.6 Added mass of pitch motion 

 

 
Fig.7 Damping coefficient of pitch motion 

 
 

CONCLUSIONS 
A boundary element method was developed to solve 

the linearized wave radiation problem in a two-layer 
fluid system. The simple Rankine source is used to 
form the boundary integral equation in time-domain, 
so the present method can be applied to study the 
instant wave diffraction and radiation problem. 
However, more computational cost is needed in this 
method, because of both free and internal surface must 
be meshed. 

As an example of the computed results, the forced 
oscillations of a truncated cylinder in surge and pitch 
directions were considered, respectively. From the 
comparison with the analytical solutions, it was 
confirmed that the present numerical model can be 
applied to investigate the wave radiation problem in a 
two-layer fluid. By the comparison with single-layer 
fluid, the results show the significant in relative lower 
frequency range. 
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1 Introduction

A careful modeling of the 2011 Tohoku-oki tsunami generation and coastal impact [2,3], using
the latest generation dispersive/non-hydrostatic models [6,7,10] shows that its devastating coastal
impact cannot be fully explained by a co-seismic source alone, even when assimilating all available
geodetic data [3,8,9]. Indeed, such tsunami simulations fail to reproduce the elevated tsunami
runup heights of up to 40 m along the (Sanriku) coast of northern Honshu, and the large amplitude
higher frequency dispersive waves (of 3-4 min. period) recorded at offshore buoys (both GPS and
DART).

Here, we identify and parameterize an additional source of generation of the higher-frequency
tsunami waves, in the form of a large rotational Submarine Mass Failure (SMF), which we source
north of the main rupture, based on travel time of the higher frequency waves. Using the three-
dimensional (3D) (sigma-layer) non-hydrostatic model NHWAVE [7], we simulate tsunami genera-
tion triggered by a time and space dependent seafloor motion, due to the combination of: (i) a new
co-seismic source based on a detailed 3D Finite Element Modeling (FEM) of the heterogeneous
subduction zone, with geodetic data assimilation, that updates our earlier source [2,3]; and (ii)
the additional tsunami source from the SMF, triggered with a 2 time delay, whose kinematics is
specified based on earlier scaling and modeling work [4].

After 5 min. of simulations, tsunami waves are reinterpolated onto the nonlinear and disper-
sive model FUNWAVE two-dimensional grid, in Cartesian coordinates for near-field simulations
[10] and in spherical coordinates for far-field simulations [5]. Various levels of grid nesting are
used, both in near- and far-field, with bathymetric/topographic data of commensurate accuracy.
In results, briefly summarized below, we show that the multi-source tsunami simulation results
agree well with all the available near-field observations, both onshore (runup/inundation) and off-
shore (GPS and DART buoy data), as well as far-field observations (DART buoys), as far as South
America. It should be stressed that this good agreement is achieved without assimilating any of
the tsunami observations in the source (which most of the models proposed to date have done).
Hence, our simulations are robust.
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(a) (b)

Figure 1: (a) Tohoku 2011 M9.1 earthquake seismotectonics (rupture is red polygon) and FEM
domain (“model domain”); large symbol is the epicenter; yellow dots show M > 4 aftershocks (11
March – 06 May 2011); the Pacific-Okhotsk plate convergence is about 8 cm/yr. (b) Computational
domains for FUNWAVE simulations: (i) near-field (regional 1000 m resolution, 800 by 1200 km,
and coastal 250 m, large/small red boxes) Cartesian grid (large one also for NHWAVE); and (ii)
far-field (Pacific basin scale) 2’ spherical grid from 132◦ E to 68◦ W and 60◦ S to 60◦ N), with
marked location of 18 DART buoys (yellow/red dots) and nearshore GPS buoys (white dots).

2 Methodology and results

Fig. 1 shows the seismotectonic context near and around the Japan trench relevant to the Tohoku-
Oki tsunami as well as computational grids used in NHWAVE and FUNWAVE simulations. The
co-seismic and SMF sources are first modeled for 300 s (5 min.) in a 1 km mesh regional grid, using
NHWAVE, as a time- and space- varying bottom boundary condition (Fig. 1). Results are then
re-interpolated into the fully nonlinear and dispersive Boussinesq model FUNWAVE for further
modeling. Bathymetry/topography data bases are used, from ETOPO1 in deep water to 50 m
accurate data (and model grids) nearshore and onshore. Simulations are compared to GPS and
DART buoy time series (Fig. 3) and maximum runup (Fig. 4) and flow depth/inundation.

Although there are not yet any direct geological observations of the proposed SMF, its location
and kinematics were identified and validated by travel-time analysis of higher-frequency waves
recorded at GPS and DART buoys, and many direct SMF tsunami simulations. Additionally the
proposed SMF source is justified from both the known geology of the Japan Trench, slope stability
analyses, and tsunami runups and inundation limits recorded during post-tsunami field surveys
[1,5]. Finally, a difference bathymetry map between post- and pre-earthquake data (not shown
here for lack of space) shows large vertical seafloor deformations at the right location, consistent
with our proposed SMF mechanism and kinematics.

Results in Fig. 2a show, at time t = 5min., the generation of both two long and nearly
parallel leading co-seismic tsunami elevation waves to the south and a series of shorter (and hence
dispersive) crescent shape SMF tsunami waves to the north. At t = 15 min., Fig. 2b shows that
while the co-seismic waves do not develop a dispersive tail, the SMF waves develop into a train of
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Figure 2: NHWAVE-FUNWAVE simulations using the combined co-seismic/SMF source, showing
instantaneous surface elevations at t = (a) 5; (b) 15; (c) 30 min., in 1 km FUNWAVE grid (Fig.
1b). Labeled black dots mark locations of GPS buoys and of DART buoy #21418 (Fig. 3). Note
the highly dispersive nature of waves generated by the SMF source triggered to the north (135 s
after the co-seismic source), as compared to the longer non-dispersive co-seismic tsunami waves
generated to the south.

concentric shorter waves, whose maximum elevations (both on- and offshore) are narrowly focused.
Fig. 2c shows at t = 30 min., that the leading offshore co-seismic tsunami wave reaches the nearest
DART buoy #21418, and is closely followed by at least 6 of the shorter oscillatory waves generated
by the SMF. Fig. 3d shows the time series of both the simulated and observed waves at this DART
buoy; their agreement is very good. Onshore, Fig. 2c shows that the same waves impact the 3
GPS buoys (Nb. 4,5,6) off of the Sanriku coast where maximum runup was measured at or slightly
before the same time. Figs. 3a-c show the time series of both the simulated and observed waves
at these GPS buoys; their agreement is also very good. Fig. 3 also shows that simulations of the
co-seismic tsunami without the SMF waves do not reproduce the observed shorter/dispersive waves
at the GPS and DART buoys.

Having been able to accurately match observations at the various buoys, with results of the
simulations for the combined co-seismic/SMF tsunami source, we now compare in Fig. 4 simulated
runups and inundations along the coast of northern Honshu. We see that simulations with the
combined co-seismic/SMF tsunami source accurately simulate observed runups and inundations,
including the 40+ m values along the Sanriku coast. By contrast, simulations with only the co-
seimsic source underpredict the latter by a factor of 3. Additional results showing a comparison
of far-field simulations with observations at DART buoys as well as a discussion of dispersive and
Coriolis effects in the far-field tsunami will be presented during the workshop.
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Figure 3: Surface elevations at buoys near Japan as a function of time, for 4th-6th GPS stations
(marked in Figs. 1,2): (a) North Iwate; (b) Central Iwate; (c) South Iwate; and (d) DART buoy
#21418. Field measurements (black), and computations for the co-seismic source alone (red), and
for the latter plus the SMF source (blue). The abscissa is time t in minutes from the start of the
earthquake rupture.

Figure 4: Comparison of simulated runup (a) and inundation (b) with measurements (black dots),
for: co-seismic source alone (red), and combined co-seimsic/SMF source (blue).
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A nonlinear calculations of interfacial waves generated by a moving ship
and evaluation of the forces in the dead water problem

John Grue
Mechanics Division, Department of Mathematics, University of Oslo, Norway

Fridtjof Nansen (1897) was the first to give a sufficiently precise, physical description of dead
water so that the phenomenon could be given a scientific explanation. The initial systematics
of the additional resistance on a ship moving in layered waters is credited to V. Wagnfrid
Ekman. He was, by his supervisor Vilhelm Bjerknes, put to perform laboratory experiments
on ship generated internal waves and measure the resulting force, and was able to explain
the observations made by Nansen, see Ekman (1904). Recently, Ekman’s experiments have
been reinvestigated using modern techniques, see Mercier et al. (2011).

Linear theories of internal waves made by a moving point source have been derived, see
Hudimac (1961), Crapper (1967), Keller and Munk (1970) and the references cited in these
papers. They all consider the supersonic case where the source is advancing so fast, that
the internal wake behind the source is a narrow v-shaped pattern. Avital and Miloh (1999)
studied linear internal waves trapped by a moving vessel, basically the dispersion relation
of the wake. Waves generated by a moving source in a two-layer ocean of finite depth have
been studied by Yeung and Nguyen (1999). The dead water problem was also discussed
in Miloh and Tulin (1988). Miloh et al. (1993) gave numerical solutions for the case of a
semi-submersible slender-body (prolate spheroid) moving steadily on the free-surface.

Nonlinear calculations of dead water are scarce. What exists are calculations of the motion
caused by singularities or pressure distributions. Nonlinear calculations of the wake and force
on a realistic body seem to be nonexistent. We note that a nonlinear theory of interfacial
waves generated by moving pressure distributions in super and subcritical conditions has
been explored by Parau et al. (2007) with results presented at the 21st Workshop in 2006.

We shall here present calculations of the dead water problem using a truncated version of
a fully nonlinear method of a two-layer fluid. The interfacial motion is driven by a realistic
body geometry and the force on the body is evaluated. Results are obtained for subcritical,
critical and supercritical motion.

Nonlinear two-layer theory

In three dimensions, we consider fully nonlinear interfacial motion of a two-layer fluid. The
interfacial waves are generated by the motion of a geometry moving along the upper boundary
of the upper fluid. Rigid lids are assumed at the top and bottom of the fluid layer, so there is
no coupling to eventual free surface motion, which, however, can be evaluated subsequently.
We assume potential flow in each of the layers. Let horizontal coordinates be denoted by
x = (x1, x2) and y be vertical coordinate with y = 0 at the interface at rest. Let the
parameters and functions describing the upper fluid be indexed by 1 and the lower fluid
indexed by 0, where ρ1, h1, φ1 denote density, layer depth at rest and velocity potential in
the upper fluid, respectively, and ρ0, h0, φ0 the corresponding quantities in the lower fluid.
Thus, the upper boundary of the upper fluid is located at y = h1 and the lower boundary of
the lower fluid located at y = −h0. The potentials are assumed to be Laplacian.
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The interfacial motion is driven by a body moving horizontally along the top of the upper
fluid. The geometry is given by y−h1− δ(x, t) = 0. Assuming a forward motion of the body
with speed U(t) along the x1-axis the kinematic boundary condition reads

VB =
∂φ1

∂n

√
1 + |∇δ|2 = U

∂δ

∂x1

where n denotes the normal pointing out of the body and ∇ = (∂/∂x1, ∂/∂x2) horizontal
gradient.

The interfacial elevation is determined by y − η(x, t) = 0 giving as kinematic condition at
the interface I: ηt = VI = ∂φ1/∂n

√
1 + |∇η|2 where n is the unit normal along the interface

pointing into the upper fluid 1. Balance of the pressure along the interface provides the
dynamic condition obtained by (φ0,I − μφ1,I)t + g′η+ n.l.t. = 0 where φ0,I denotes the value
of the potential in the lower fluid at the position of the interface I and φ1,I value of the
potential in the upper fluid at I. Further, g′ = g(1 − μ) denotes the reduced gravity and
μ = ρ1/ρ0. With n.l.t. we denote all the nonlinear terms which appear from the Bernoulli
equation.

Integral equations

The Laplacian potentials are obtained by use of integral equations. In the upper layer,
and for a position on the body surface B, we obtain the potential on the body surface,
φB = φ1(x, y = h1 + δ(x, t), t),∫

B

(
1

r
+

1

r1

)
VBdx+

∫
I

(
1

r
+

1

r1

)
VIdx

= −2πφ′
B +

∫
B

φB

∂

∂n

(
1

r
+

1

r1

)√
1 + |∇δ|2dx+

∫
I

φ1,I

∂

∂n

(
1

r
+

1

r1

) √
1 + |∇η|2dx, (1)

which connects φB, φ1,I , VI and VB where the latter is given by the body motion. In (1)
a prime in φ′

B
means φB(x

′, y′ = h1 + δ(x′, t), t). The distances r and r1 are given by
r2 = |x−x′

|
2 + (y− y′)2 and r2

1
= |x−x′

|
2 + (y+ y′)2 where in (1) (x′, y′) is on B and (x, y)

along I and B.

The function 1/r + 1/r1 is expanded in the vertical coordinate. For the integral over B we
obtain 1/r + 1/r1 = 1/R + 1/R1 + (δ′ + δ)(∂/∂(2h1))(1/R1) + ... where R2

1
= R2 + (2h1)

2.
The expanded integral equation is inverted by use of Fourier transform (Clamond and Grue,

2001, §6) where 1

R1
= F

−1

[
2π

k
e−ik·x

′−2kh1

]
is used, F denotes Fourier transform, F−1 inverse

transform, k and k = |k| wave numbers. Following Fructus and Grue (2007) studying free
surface motion we obtain the potential on the body geometry by successive approximations

by φB = φ
(1)

B
+ φ

(2)

B
+ ... where

F(φ
(1)

B
) =

F(φ1,I)

cosh kh1
−

tanh kh1 F(VB)

k

F(φ
(2)

B
) =

F(ηV
(1)

I
)

cosh kh1
+

ik tanh kh1
k

· F(δ∇φB)− F(δVB)

The integral equation with the evaluation point on the interface I gives similar expressions

for VI = V
(1)

I
+ V

(2)

I
+ ...

F(V
(1)

I
) = −k tanh kh1F(φ1,I)−

F(VB)

cosh kh1

F(V
(2)

I
) = k tanh kh1F(ηV

(1))− ik · F(η∇φ1,I)− ik ·

F(δ∇φB)

cosh kh1
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Similar expressions are obtained for the normal velocity WI in the lower layer along I, solving
an integral equation for the potential φ0,I . The interfacial motion is obtained integrating
the Fourier transformed kinematic and dynamic conditions at the interface, i.e. F(η)t =
F(VI) and F(φ0,I − μφ1,I)t + g′F(η) = n.l.t. where right hand sides are obtained solving

V
(1)

I
+ V

(2)

I
+ ... = W

(1)

I
+ W

(2)

I
+ ... and using the Bernoulli equation. In the present

calculations ρ1/ρ0 = 1 is used and all velocities are scaled by the linear long wave speed c0.

Calculations

The body is represented by the submerged part of an ellipsoid given by (δ/b)2 + (x1/a1)
2 +

(x2/a2)
2 = 1 with δ < 0. Calculations of the interface are obtained with a horizontal

resolution of 500 by 500 nodes in the critical condition (U/c0 = 1) and 1000 by 250 when
U/c0 = 6 (figures 1 and 2). All computations show a region of depression ahead of the body,
an uplift of the interface at the aft of the body and then a wake of waves. Calculations of the
wave resistance are obtained by integrating the pressure force obtained from the Bernoulli
equation over the body surface. A drag coefficient CR is obtained dividing by 1

2
ρSU2 with

S = πa1a2. Figure 2 (right) shows a CR of about 4 times the skin friction (with Re ∼ 2×107).
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Figure 1: Interfacial elevation η/h1 with a1 = 2.1h1, a2 = 0.7h1, b = 0.7h1, U/c0 = 6,
h0/h1 = 6, horizontal domain of 70h1 by 17.5h1; final time 10h1/c0. Final body position
at x1/h1 = 60.6± 4.

x
1
 

x 2 

 

 

0 5 10 15 20 25 30

0

5

10

15

20

25

30

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0 5 10 15
0

2

4

6

8

10 CR × 10−3

tc0/h1

Figure 2: Interfacial elevation η/h1 (left) and wave resistance (right) with a1 = 4h1,
a2 = 1.5h1, b = 0.3h1, U/c0 = 1, h0/h1 = 6, horizontal domain of 35h1 by 35h1; final
time 17h1/c0. Final body position at x1/h1 = 20.4 ± 4. Black curve in right plot:
domain 50h1 by 50h1.
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Introduction

The modification of the classic Neumann-Kelvin (NK) theory of ship waves, called Neumann-Michell
(NM) theory, expounded in [1] is considered. A main difference between the NK and NM theories is that
the NM theory does not involve a line integral around the ship waterline. This waterline integral, a well-
known prominent feature of the NK theory, is eliminated in the NM theory by removing an inconsistency
in the linearization that underlies the NK theory (which does not correspond to a consistent linear flow
model) and, furthermore, by using a mathematical transformation (essentially an integration by parts).

A notable property of the NM theory is that it defines the flow around a ship hull (steadily advancing
in calm water) as a correction to the classic slender-ship approximation proposed by Hogner. Specifically,

the NM theory of ship waves given in [1] expresses the (nondimensional) flow potential φ̃ at a flow field

point x̃ as the sum of the Hogner slender-ship approximation φ̃H , which is defined explicitly in terms
of the Froude number and the hull geometry, and a correction potential ψ̃W that modifies the waves
contained in the Hogner approximation φ̃H . A main property of the NM correction ψ̃W is that it
involves the flow velocity components φd ≡ ∂φ/∂d and φt ≡ ∂φ/∂t along the two orthogonal unit
vectors d ≡ (0 ,−νz, νy ) and t ≡ (ν,−nxνy,−nxνz ) that are tangent to the ship hull surface ΣH .
Here, n ≡ (nx, ny, nz ) is a unit vector that is normal to ΣH and points outside the ship (into the
water), (νy, νz ) ≡ (ny, nz )/ν and ν ≡ √

(ny)2+ (nz)2 . Within the NM theory given in [1], the flow

potential φ̃ at a point x̃ of the hull surface ΣH is then determined by the solution of an integro-
differential equation φ̃ = φ̃H + ψ̃W(φt , φd) with x̃ ∈ ΣH . A straightforward iterative solution procedure

φ̃k+1 ≈ φ̃H + ψ̃W(φk
t , φ

k
d ) with x̃ ∈ ΣH , 0 ≤ k and φ0 ≡ 0 is used. The first approximation φ̃1 in the

sequence of approximations φ̃ k to the NM potential φ̃ ≡ φ̃∞ is the Hogner potential φ̃H . Thus, the NM
theory provides a way of correcting the classic Hogner approximation.

An important aspect of the NM theory is considered in [2], which gives a highly simplified analytical
approximation for the local flow component in the Green function that satisfies the radiation condition
and the Kelvin-Michell linearized boundary condition at the free surface. Another important element,
indeed a critical one, of the NM theory is considered in [3]. There, the dual basic tasks of evaluating the

wave potential φ̃W
H + ψ̃W at the free surface z̃ = 0 and of removing unrealistic or inconsequential short

waves is considered. Briefly, within a thin layer bordering the mean free-surface plane z = 0, waves are
evaluated in [3] using a physics-based filter, based on parabolic extrapolation in the vicinity of the free
surface, that accounts for fundamental differences between a ship bow wave and waves aft of the bow
wave. A third basic aspect of the NM theory, considered in [4], is the evaluation of the derivatives φt

and φd that appear in the NM wave potential ψ̃W(φt , φd). This issue is important because the solution
of the NM integro-differential equation is significantly affected by the numerical approximation of the
derivatives φt and φd , particularly within the framework of a low-order panel approach and for full
hull forms. Numerical implementation of the NM theory, within the practical framework of a low-order
panel method, is considered in [4], where illustrative applications to eight ship hulls are also reported.

Comparison of independent numerical predictions for the Wigley hull

Numerical predictions given by the NM theory are reported in [1,3] for the Wigley hull and the
Series 60 model. Fig.1 compares these numerical predictions (obtained by the first author at GMU)
for the Wigley hull and the numerical predictions (obtained by the second author at HEU) using an
independent numerical implementation of the theory. The two numerical implementations are based
on the same mathematical expressions. Furthermore, both use a low-order panel approach and an
iterative solution procedure that iteratively improves upon the Hogner initial approximation. Thus, the
numerical results can be expected to be close, but not necessarily identical due to differences in the
first two authors’ independent numerical implementations. Fig.1 shows good agreement between the
independent numerical implementations for the sinkage, trim, and drag predicted by the NM theory
for the Wigley hull. Thus, Fig.1 provides a useful verification of the numerical results given in [1,3].
However, significant discrepancies can be observed in Fig.2 for the wave profiles along the Wigley hull.
These discrepancies, due to differences in the evaluation of the flow velocity ∇φ, illustrate the fact that
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mathematical expressions like those given in [1-3] are not sufficient to fully determine a theory. Indeed,
precise information about the numerical implementation of mathematical expressions is also required,
and this important aspect of the theory is considered in [4].

Illustrative applications to four ship hulls

Numerical predictions given by the NM theory are reported in [4] for eight ship hulls. Here, we
consider the four hull forms depicted in Fig.3. These hulls are the Wigley hull (top row), the Series
60 (Cb = 0.60) model (second row), the DTMB-5415 model (third row) and the KCS model (bottom
row). Experimental measurements for these four hulls are reported in [5-8]. Fig.4 compares experimental
measurements of the wave drag, reported in [5-8], and predictions of the nearfield wave drag (determined
via integration of the flow pressure at the ship hull surface) and of the farfield wave drag (determined via
the Havelock formula) for the hulls in fixed position (no sinkage or trim is considered in the calculations).

Conclusion

A positive and encouraging finding, at this stage of the development and application of the NM
theory, is that a straightforward low-order panel implementation of the theory yields robust predictions
for a broad range of ship hulls, and that these theoretical predictions are reasonable and realistic. The
finding is notable in view of the remarkable simplicity of the theory, which is based on linear potential
flow, does not involve a line integral around the ship waterline, amounts to the addition of a simple
correction (the wave potential ψ̃W mentioned in the introduction) that modifies the waves predicted
by the classic Hogner slender-ship approximation, uses a highly-simplified Green function, and only
involves staightforward Gaussian integration of elementary continuous functions. The short-wave filter
and the numerical smoothing of the derivatives φd and φt given in [4] are critical elements of the theory.

Much work evidently remains to be performed before the merits and limitations of the NM theory
can be fully ascertained. This work includes (i) evaluation of the flow (notably wave patterns) outside
the ship hull, (ii) consideration of elementary nonlinear corrections that can be incorporated to improve
the predictions given by the NM linear theory, (iii) account for sinkage and trim effects, ignored so
far, which are particularly important to predict the sinkage and trim experienced by a moving ship
hull, (iv) account for the viscous boundary layer and wake in accordance with the classical theory of
high-Reynolds number flows around streamlined bodies, and (v) applications to a much broader set of
ship hulls than the four hulls considered here and the eight hulls considered in [4]. This ongoing work
will be reported as it is completed.
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Figure 1: Experimental measurements (Exp.) and theoretical predictions, based on the NM theory
(NM) and obtained at George Mason Univ. (GMU) and Harbin Engineering Univ. (HEU), of the sinkage
(top left corner), trim (top right), nearfield wave drag (bottom left) and farfield wave drag (bottom right)
for the Wigley hull.

Figure 2: Experimental measurements (Exp.) and theoretical predictions, based on the NM theory
(NM) and obtained at George Mason Univ. (GMU) and Harbin Engineering Univ. (HEU), of wave
profiles along the Wigley hull at six Froude numbers F = 0.25, 0.267, 0.289, 0.316, 0.354 and 0.408.
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Figure 3: Side views, with meshes over the mean wetted hull surfaces, of the Wigley hull (top row), the
Series 60 Cb = 0.60 model (second row), the DTMB-5415 model (third row) and the KCS model (bottom
row). The positive halves of these four hull surfaces are approximated using 8,000 flat triangular panels
for the Wigley hull and the Series 60 model, 9,600 panels for the DTMB-5415 model, and 18,960 panels
for the KCS model (fewer panels are shown in the figure for clarity).
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Figure 4: Experimental measurements (Exp.) of the wave drag, and nearfield (Near) and farfield (Far)
wave drags predicted by the NM theory, for the Wigley hull (top left corner), the Series 60 Cb = 0.60
model (top right), the DTMB-5415 model (bottom left) and the KCS model (bottom right). For the
experimental measurements shown here, the Wigley hull and the Series 60 model are held fixed (no
sinkage or trim is allowed), but the DTMB-5415 and KCS models are unrestrained (sinkage and trim
are allowed). No sinkage or trim is considered in the NM calculations.
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SUMMARY
The present paper deals with the water entry of a flat plate with a high horizontal speed. The activity is motivated by
the need of achieving a better comprehension and more reliable simulation tools for the aircraft ditching phase. This
first part of the study is focused to the ditching of a flat, rigid, plate. The problem is analyzed both numerically and
experimentally. Numerically, the problem is studied in two dimensions and the self-similar solution is derived within the
potential flow approximation of an ideal fluid. The problem is also addressed experimentally with the aim of building
a dataset to be used for validation of computational tools. Due to the difficulties in scaling all the relevant physical
parameters, experiments are performed at (almost) full scale velocity, with vertical component of 1.5 m/s and horizontal
velocity in the range 30 to 50 m/s. The experimental campaign is starting soon and results will be shown at the Workshop.
Here the experimental setup and the instrumentation adopted are presented. Numerical results are reported in terms of
pressure distributions and free surface shape. The dependence of the pressure peak on the horizontal/vertical velocity
components and on the plate inclination over the free surface is briefly discussed.

1. INTRODUCTION

In order to assess the ditching capabilities of an aircraft,
the industry needs simulation tools which can model, with
reduced computational effort, the fluid structure interac-
tion taking into account the elastic/plastic structural behav-
ior, including failure. However, simulation tools commonly
adopted in the modelling of the aircraft ditching phase dis-
play strong limits in the accurate description of the complex
phenomena such as highly localized pressure distributions,
air cushioning, hydroelastic coupling, cavitation and venti-
lation (Climent et al., 2006).

For the development and validation of those simulation
tools a reliable dataset is needed. Due to the difficulty in
achieving a correct scaling of all the physical parameters
involved, a full scale experiment is needed. Experiments of
such kind are going to be performed at CNR-INSEAN under
the SMAES-FP7 project. To this aim, a large high speed
ditching facility has been built and installed at the end of
towing tank # 1 of CNR-INSEAN. Tests will be carried
out on aluminum plates 0.50 m wide, 1.00 m long. Similar
experiments were already done in the early fifties (Smiley,
1951). Differently from past experiments, this experimen-
tal campaign is planned for higher horizontal components
(from 30 to 50 m/s), and more detailed measurements, in-
volving pressure, accelerations, strain and loads. The aim
is to study the role played by the horizontal/vertical veloc-
ity ratio, plate incidence, shape, material and thickness on
pressure distributions, acceleration and fluid structure in-
teraction. The experimental campaign is starting soon and
preliminary results for a rigid flat plate are expected by the
beginning of the Workshop. In the following a description of
the facility and of the experimental setup is provided only.

The design of the facility required estimates of the so-
lution in terms of free surface shape and loads generated
during the impact. As a water entry problem, a jet develops
beneath the plate together with a pressure peak occurring at
the root. The jet propagates along the plate until reaching
the leading edge when the flow separates and the pressure
and loads drops suddenly. Beside providing the loads to be
used for the structural design of the guide, additional infor-
mation on the time and space needed for the ditching phase

to be completed can be also derived.
Due to some uncertainties in the more complex three-

dimensional simulation tools, it was decided to derive those
information also from a two-dimensional potential flow so-
lution. Assuming a constant velocity and neglecting the
finite length of the plate, the solution is self-similar and can
be derived by using the same numerical procedure adopted
in Iafrati & Korobkin, 2005. Note that the water entry
problem of a wedge with a horizontal velocity component
was already investigated in Faltinsen and Semenov (2008)
and in Judge et al. (2004). However, in those cases the
horizontal/vertical velocity ratio was much lower than that
characteristic of aircraft at ditching. The incidence of the
plate is also lower than that adopted in those papers.

In the following the numerical procedure is briefly re-
called and results are presented in terms of free surface
shape and pressure distribution. Comparisons between nu-
merical solution and experimental results will be established
as soon as the experimental results become available. Of
course it is expected that load and pressures are overesti-
mated by the two-dimensional solution as important three-
dimensional effects related to the outflow at the sides are
missing.

Figure 1: View of the CNR-INSEAN guided ditching
facility. The guide is supported by bridges which can
be varied in height in order to get the correct U/V
velocity ratio. The main trolley can be also seen on
the right.

Page 89 / 236



2. FACILITY AND EXPERIMENTAL SETUP

In order to perform guided ditching tests, a new facility
has been designed and installed at CNR-INSEAN, at the
opposite end of the towing tank # 1, which is 470 m long,
13.5 m wide and 6.5 m deep.

The guide, which has a total length of about 64 m, is
supported by five bridges which can be positioned at dif-
ferent heights, thus allowing the variation of the horizontal
velocity keeping constant the vertical component, the latter
being 1.5 m/s according to aircraft regulation. The model is
supported by a main trolley which keeps it always attached
to the guide. The main trolley is accelerated by a catapult
which is designed to reach a final speed in a range 30 to 50
m/s (Fig. 1). The total mass to be accelerated is about 900
kg, whereas the mass which undergoes the impact is about
750 kg. The acceleration system is composed by a total of
six elastic cords which can be elongated up to 250%.

Figure 2: Picture of the main trolley which brings the
model and specimens.

The trolley run on the inner side of the beam wings (Fig. 2).
In order to get a measure of the forces acting beneath the
plate, the model with the specimens to be tested is con-
nected to the trolley by four Kistler 9343 for the z compo-
nents and two 9363 load cells for the x component. As the
cells can only undergo forces along their axes, the installa-
tion is done in such a way that transversal components and
moments do not act on the cell. Attention is also posed in
avoiding possible coupling in the measurements of loads in
x and z directions. The load in the y direction is not mea-
sured but it is transferred from the model to the trolley by
two articulated rods (Fig. 3).

Figure 3: Picture of the trolley with model at the touch
of the free surface. Note that the specimens is not
installed yet.

For the first part of the test campaign, which is the one con-
sidered in this paper, a 15 mm thick, aluminum flat plate
is considered. The plate is clamped to the frame which is
75 mm wide, thus leaving a free space of 350 mm by 850
mm (Fig. 4). In order to measure strains, six biaxial strain
gauges are stick to the internal side of the plate. Pressures
at 18 points are also measured through Kulite XTL123B
pressure transducers. The position of the transducers is cho-
sen in order to get information about the longitudinal and

transversal pressure distributions, as well as about the sym-
metry in the impact. Velocity and displacement of the trol-
ley are measured by a non-contact optical sensor, Correvit
LFII. The acceleration components in the three directions
at different positions are measured, for a total of 6 accelera-
tion channels. Accelerations are measured by piezo-resistive
Kistler M101A and M301A accelerometers.

All the data are acquired on-board by four Sirius Dewe-
soft modules and one Dewe 43, for a total of 40 channels.
In order to correctly capture the pressure variations, data
are acquired at 200 kS/s. The five acquisition systems are
connected to a Sbox Dewesoft PC which communicate in
wireless mode to an external PC. All the electronics is in-
stalled in a waterproof box which is positioned inside the
model. Also the latter is sealed against water penetration.

Tests will be done at three different values of the hori-
zontal component 30, 40 and 50 m/s, with the vertical com-
ponent always equal to 1.5 m/s. The plate incidence with
respect to the free surface will be varied from 4 to 10 de-
grees.

Figure 4: Instrumented aluminum plate. The strain
gauges and the holes for the pressure probes can be
seen. The two rows of bolts can be also recognized,
which clamps the plate to the frame.

3. NUMERICAL MODEL AND RESULTS

The flow generated by the water entry of a plate with hori-
zontal velocity component can be studied within the poten-
tial flow approximation. The fluid is assumed to be ideal
and incompressible, and the action of gravity is neglected.
In this conditions the problem is self-similar and the solution
can be derived by using a pseudo-time stepping approach,
similar to that used in Iafrati & Korobkin (2005). The prob-
lem is formulated in terms of the self-similar variables

ξ =
x

Ut
η =

y

Ut
ϕ =

φ

U2t
(1)

so that the initial boundary value problem in the physical
variables can be transformed into the following boundary
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value problem for the self-similar velocity potential:

∇2ϕ = 0

ϕν = sin γ +
V

U
cos γ on η = −V

U
+ (ξ − 1) tan γ

ϕ− (ξϕξ + ηϕη) +
1

2

(
ϕ2
ξ + ϕ2

η

)
= 0 on h(ξ, η) = 0

−(ξhξ + ηhη) + (hξϕξ + hηϕη) = 0 on h(ξ, η) = 0

ϕ → 0 as ξ2 + η2 → ∞

where Ω is fluid domain, h(ξ, η) = 0 is the equation of the
free surface and ν is the unit normal to the boundary, which
is oriented inward the fluid domain.

As discussed in Iafrati and Korobkin (2004), the free
surface conditions are strongly simplified by introducing a
modified velocity potential defined as

S = ϕ− 1

2
ρ2 ρ =

√
ξ2 + η2

in terms of which the kinematic and dynamic boundary con-
ditions become

Sn = 0 Stau = ±√−2S , (2)

respectively. In the above equation, τ denote the arclength
along the free surface, which grows moving toward the pos-
itive ξ-axis. It can be shown that the sign in front of the
dynamic boundary condition is always negative on the part
of the free surface which is ahead of the leading edge whereas
it change from negative to positive when moving along the
free surface from ξ = −∞ up to the trailing edge.

Additional conditions are enforced at the trailing edge
of the plate, according to which the free surface is always
attached at the edge of the plate and leaves the plate tan-
gentially. These conditions are similar to the ones used for
the plate entry problem (Iafrati and Korobkin, 2004; Iafrati,
2007). The conditions are expressed as:

h(1,−V/U) = 0 hη = −hξ tan γ .

The first condition is enforced by assigning that the vertex
of the first free surface panel one is at the trailing edge of the
plate. The condition that the free surface leaves the plate
tangentially is enforced by varying the point along the free
surface where the sign in the dynamic boundary condition
changes from negative to positive (see Iafrati and Korobkin,
2004).

In order to reduce the computational effort needed for
the description of the solution within the thin jet layer, the
thinnest part of the jet is described by a simplified shallow
water model, similar to that used in Korobkin and Iafrati
(2006).

In Fig. 5 the free surface profiles obtained at the same
plate incidence, γ = 10 deg, and different horizontal veloc-
ity components U = 30, 40 and 50 m/s, are shown. Due to
the different values of the ratio V/U , the plate is positioned
at different heights. In terms of the non-dimensional vari-
ables, the root of the jet moves forward when reducing the
horizontal velocity component. Note that, because of the
difference in U , this does not reflect what occurs in physical
variables. Behind the trailing edge of the plate there is a

wake region and the free surface forms a corner with the
angle between the two sides of the free surface of about 60
degrees.
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Figure 5: Free surface shapes obtained for a plate inci-
dence γ = 10 at different horizontal velocities. For the
sake of the clarity, on the right hand side of the plate,
the thinnest part of the jet, described by the shallow
water model, is not depicted.

The solutions for the thinnest part of the jet, described by
the shallow water model, are plotted in Fig. 6. According
to the definition of the self-similar variables, the position of
a point in the self-similar plane gives an indication of the
velocity of that point in the physical plane being u = ξU
and v = ηU . From the results presented it is found that the
position of the tip is ξT = 3.33, 3.11, 2.97 for U = 30, 40 and
50 m/s, respectively. Hence, for the three cases in Fig. 6 the
horizontal velocity of the tip is about 100, 124.4 and 148.5
m/s.
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Figure 6: Free surface shapes of the jet regions ob-
tained for a plate incidence γ = 10 at different hori-
zontal velocities.

The most interesting aspect in terms of applications con-
cerns the pressure distributions. For the three cases dis-
cussed above, the distributions of the self-similar pressure
ψ = p/(�U2), � being the liquid density, are shown in Fig. 7.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6
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Figure 7: Pressure distributions for a plate incidence
γ = 10 at different horizontal velocities.

It is seen that the non-dimensional pressure diminishes when
increasing the horizontal velocity, with the peak values lo-
cated at ψp = 1.40, 1.22 and 1.11 for U = 30, 40 and 50
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m/s. However, the physical value of the pressure grows due
to the quadratic term U2.

In Fig. 8 and 9, the role played by the incidence of the
plate on the free surface configuration and on the pressure
distribution is shown for the case with U = 30 m/s. The
results indicate that, when reducing the incidence of the
plate, there is an increase of the wetted length as well as an
increase in the intensity of the pressure peak.
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Figure 8: Free surface shape for U = 30 m/s, and
different values of the plate incidence.
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Figure 9: Pressure distributions for U = 30 m/s, and
different values of the plate incidence.

The analysis of the solution is still in process and a much
deeper discussion on the dependences will be presented at
the Workshop. Hopefully, comparisons with experimental
results will be established as well.
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1. Introduction 

Wave trapping in an array of floating bodies has been one of the main topics in the recent 

workshops. It is a scientifically interesting phenomenon, but also it has practically important 

implications in that wave trapping could entail large free-surface displacement and/or large 

forces on the bodies.  

Other than first-order wave trapping, some of the recent works are focusing on the second-order 

free-surface dynamic elevations, e.g. Murakami and Yoshida (1994), Sanada et. al (1997), 

Malenica et. al (1999), Wang and Wu (2008), Teng and Cong (2012). The arrays subjected to 

these works are mostly composed of 2~4 cylinders and they all conclude that second-order 

free-surface displacement could sometimes be relevant and could not be neglected in the design 

of corresponding structures such as TLPs. Some of the above mentioned works compare their 

theory with experimental results (Murakami and Yoshida (1994), Sanada et al. (1997)), but they 

do not necessarily refer to the results from the viewpoint of wave trapping.  

On the other hand, in theoretical works (Malenica et. al (1999), Teng and Cong (2012) ) it is 

suggested that second-order wave trapping takes place at half the wave frequency at which the 

corresponding linear near-trapped mode occurs. 

In the present study, we show that the second-order resonance of dynamic free-surface 

displacement could in some cases be quite relevant among an array of two rows of vertical 

cylinders not only in theory but also in real phenomena. Discussion is also made if the 

second-order wave trapping is manifested at half the wave frequency at which the 

corresponding linear near-trapped mode occurs as suggested by the works mentioned above. 
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2. Experiment 

Water-tank experiments were conducted using an array of two rows of vertical truncated circular 

cylinders as shown in Figure 1. Four kinds of cylinder arrangement, that is, 2 x 9 cylinders, 2 x 

7 cylinders, 2 x 5 cylinders, 2 x 3 cylinders were used. (Figure 1 is the case of 2 x 9 cylinders.) 

The cylinders were fixed in regular head waves and the water-surface displacements at the 

origin of the coordinate system were measured. 

3. Theory 

The theory used in the present calculations is not a new one but that presented by Sanada et. al 

(1997), which extended the theory of Linton and Evans (1990) for the analysis of second-order 

wave diffraction. The theory is applicable only to bottom-mounted vertical cylinders and 

therefore, in a strict sense, can not be used for the present cases, in which the cylinders were 

truncated, but we confirmed through the comparison of first-order free-surface displacements 

obtained by the theory with those obtained by a theory applicable for truncated cylinders that 

the theory used in the present calculations give results with acceptable accuracy within the 

context of the present experiments.  

4. Results and Discussion 

Figures 2 show the experimental and theoretical results on the free-surface displacement at the 

origin of the coordinate system in 2 x 9, 2 x 7, 2 x 5, 2 x 3 arrays. The horizontal axes of the 

figures are the period of the incident wave. From these figures, the following facts are observed. 

(1) Second-order free-surface displacement could be manifested significantly at certain wave 

frequency range. 

(2) The theoretical results on the second-order surface elevation agree quite well with the 

experimental results. The second-order peak value can be really as high as that predicted by the 

theory.  

(3) The peak value of the second-order free-surface displacement is enhanced as the number of 

the cylinders involved increases. It is also observed that the peak period of the second-order 

free-surface displacement becomes closer to one of the peak periods of the first-order 

free-surface displacement as the number of the cylinders increases. 

In many of resonant phenomena, the peak value of the response could be quite large 

theoretically, while in reality the peak value is attenuated due to unaccounted damping forces, 

but in the present case it is surprising that the peak value in reality can be as high as that 

predicted theoretically, which only accounts for radiation damping as the damping.  

As for the suggestion made by some of the former works that the second-order wave trapping is 
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manifested at half the wave frequency at which the corresponding linear near-trapped mode 

occurs, it seems that it is not the case in the present cases. 

The free-surface displacement at two other places (at (-0.165, 0.0), (-0.165, 0.165)) were 

calculated for the case of 2 x 9 cylinders. The distinct differences from those shown in Figures 2 

are: 

1. The peak of the first-order free-surface displacement observed in Figures 2 at around 

T=0.6sec totally disappears at (-0.165, 0.0), (-0.165, 0.165). 

2. Though the peak of the second-order displacement observed in Figures 2 also appears at 

(-0.165, 0.0) and (-0.165, 0.165), the peak values at these two points are not as distinct as that 

observed in Figures 2. 
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Figure 1 A 2 x 9 array of cylinders 

Figure 2 Numerical and experimental results on the 1-st and 2-nd order free-surface 

displacement among cylinder arrays at (0,0) 
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INTRODUCTION
With increasing demands for energy and goods, various types of floating structures face expansion of 
scale and working environment, i.e. extended spar or TLP for ultra-deep water, various offshore platforms 
for arctic, very large container ships, multiply connected floating breakwaters and wave energy 
converters. Corresponding to the expansion of scale and environment, the floating structures are exposed 
to various problems including resonance, which is induced by deformation of the body and it’s interaction 
with waves or any other offshore loadings such as iceberg impact.  
To resolve the elastic floating body interaction, several methods were suggested: modal expansion 
method for linear waves and direct simulations using FEM-BEM or FEM-FEM combinations. 
Considering that resonance normally occurs at a couple of lowest elastic modes, second order analysis 
may be required to account for the resonance induced by sum-frequency wave force. Contrary to full 
coupling effect by direct simulation, the corresponding computing cost and accuracy issue could be 
drawbacks of the direct simulation.  
As an initiating work to achieve complete second order hydroelastic analysis on time domain, a fully 
coupled time-domain hydro-elastic dynamic analysis is addressed, based on modal expansion method to 
couple with elasticity and Volterra series method to apply second order wave induced loading. The 
methodology can be extended to various applications for irregular waves such as additional coupling with 
mooring system or impact loadings, even with dramatically reduced computing cost. In addition, it can 
generate instantaneous irregular wave-induced loadings acting on the floating body as time series, which 
can be used for global and local stress analysis.  

FORMULATION
To account for interactions of body deformation, a finite series of elastic modes is regards as sufficient 
basis to represent the deformation. In further, the elastic modes are applied to a general boundary value 
problem as additional modes to solve with rigid body’s six degree of freedom. For the extended modes of 
elasticity, inertia and stiffness components can be obtained by modal analysis, based on diagonalization 
by eigenfunction. 
Assuming a pontoon type floating body as Euler-Bernoulli Beam in Eq. 1, analytic solution of mode 
shapes is given and one can get diagonalized modal inertia, stiffness, and excitation for the modes. A few 
simple geometries have analytic solutions of mode shapes. For arbitrary body, one may get approximate 
modal results from a FEM program. 
 

2 2

2 2 2

1

2

( ) ( )

( , ) ( ) ( )            ( )  is   mode shape function.

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )   1,...,

th
k k k

k

k k k k k kx x x

w wEI m q x r t
x x t

w x t a t x where x k

m x dx a t EI x x dx a t q x x dx r t where k e

   (1) 

 

With the additional elastic modes, boundary value problem is extended for body surface boundary 
condition to the elastic modes e .  
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Based on the fully coupled hydro-elastic dynamic coefficients and hydrostatic revision due to elastic 
motions (Kang et al., 2012), time domain hydro-elastic dynamic analysis is developed from Kramers-
Kronig relation.  
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0
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t

X t d R X t d

(3) 

 

Comparing with rigid body time domain analysis, matrix size is extended to 6 e , and coupling effects 
between elastic motions and rigid motions are given in terms of off-diagonal elements in inertia and 
hydrostatic matrices, and convolution integrals. 
Considering that first several elastic modes normally have natural frequencies outside of linear wave 
spectrum but within range of sum-frequency excitations, it would be needed to apply second order wave 
induced loadings into the hydro-elastic analysis. Under an assumption of small wave slope, perturbation 
method is utilized to solve the second order wave-body interaction problem (Molin, 1979 and Kim and 
Yue, 1989 and 1990). The boundary value problem is given in Eq. 4, based on Kim and Yue 1990. 
Similarly to first order boundary value problem, main difference between rigid body analysis and elastic 
body analysis in second order is also body boundary condition. 
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1                                  o
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g g
t z g t z t z t
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n free surface

     , where  B is second order body boundary velocity including elasticity.D I n B
n n

 (4) 

 

Starting with second order radiation potential problem for elastic body by separation from combined body 
boundary condition above, one can find that the formulas for the radiation potential-induced hydro-elastic 
dynamic coefficients are identical between first and second order because of similar form of boundary 
condition. However, the relevant frequency (2)  is different and it presents sum and difference 
frequencies of bichromatic incident waves. 
 

(2)
(2) (2) (2) (2)( )      R

wi n r on S
n

       (5) 
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Therefore, for the second order hydro-elastic dynamic analysis in time domain, added mass for infinite 
frequency and convolution integral terms are same as ones in linear order analysis. 
Contrary to radiation problem, diffraction potential problem is quite complex to solve. First, correct 
second order body boundary velocity should be derived for the diffraction problem, including the elastic 
modes. In sequence, the fully coupled diffraction potential-induced pressures and excitations are achieved 
in the second order hydroelastic analysis. For example, Malenica and Hauteclocque (2012) addressed a 
fixed elastic cylinder case. 
Following definition from Kim and Yue (1990), second order wave excitations are given as 
 

(2) (2) (2) (2) ,ex I D qF F F F           (6) 
 

which consists of second order potential-induced loading and first order potential-induced quadratic terms. 
Focusing on time-domain based second-order hydro-elastic analysis, among the two remaining terms in 
the second order loadings than the wave excitation, the second order hydrostatic loading, in particular, 
presents that hydrostatic restoring term in Eq. 3 is identical in both of linear and second order analyses. 
Therefore, second order hydro-elastic dynamic analysis in time domain can be conducted for irregular 
waves by adopting the two-term Volterra series after obtaining fully coupled second order wave 
excitations.  
 

(1)

( ) ( )(2) * *

( ) Re

( ) Re  , where  is index same as  in Eq. 3.

a

a b a b

N
i th

h a a
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N N
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F t A f e

F t A A f e A A f e h i
 (7) 

NUMERICAL RESULTS 
Hydro-elastic dynamic analysis program for a large floating elastic body has been developed in both 
frequency and time domains (Kang et al. 2012). In particular, the calculations include shear forces and 
bending moments at specified sections of the body. The two independently developed programs are cross-
checked to each other. For a case study, a simple pontoon-type elastic barge is investigated with 80 (L) x 
10 (B) x 5 (D) m; four different bending stiffness cases of infinity, 2.56E10 Nm2 (Full EI), 1.28E10 Nm2 

(Half EI) , and 6.4E09 Nm2 (Quarter EI) are investigated with Euler-Bernoulli beam theory, and the most 
flexible two cases compared between linear and second order analyses. A JONSWAP spectrum with 
Hs=5, Tp=10.6, and Gamma=1.6 is used as an input wave spectrum.  
For both of Half EI and Quarter EI cases, resonances occurred at the first elastic modes in second order 
analysis. In case of Quarter EI, it has resonance even in linear analysis due to its relatively low natural 
frequency, and that resonance get more amplified in second order analysis due to sum-frequency force; 
demonstrated in Fig. 2 ~ 4. The natural frequencies about 1.25 rad/sec and 1.77 rad/sec of Quarter EI and 
Half EI are for "dry-hull" natural frequency. After including hydrostatic-stiffness and added-mass effects, 
they changed to about 1.4 rad/sec and 1.68 rad/sec, respectively, as given in Fig. 2.  
 
As a preliminary study, rigid body motion-induced second order excitations are only applied. This is 
practically acceptable unless high accuracy is needed since the elastic-response contribution in the body-
boundary condition of the second-order problem is expected to be an order-of-magnitude smaller than that 
from rigid-body responses. After including the second-order sum-frequency wave loading, the elastic 
responses are significantly increased at the lowest-elastic-mode natural frequency, as can be seen in both 
spectral and time-series analyses. In further study, the complete solution of second order hydro-elastic 
dynamic analysis will be found, especially for the fully coupled second order excitations of a floating 
elastic body. 
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Figure 1 Confirmation by spectral RAO comparison in linear 
waves 

Figure 2 Spectral comparison between 1st and 2nd 
order for resonance 

 

Figure 3 Time series comparison Half EI Figure 4 Time series comparison for Quarter EI
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Two-dimensional unsteady motion of a smooth body over a water surface with multiple
collisions and subsequent rebounds from this surface is considered. This problem is studied
in connection with landing of aircraft on the water and flights of wing-in-ground-effect vehicles
(WIG) in close proximity to the water surface. In the present analysis, the water is of small depth
and its flow caused by the impacts is described by the shallow water model. Free body motions
with subsequent water impacts and the corresponding hydrodynamic loads are of primary interest.
In the past only a single impact between the water surface and a smooth body was studied [1-8].
These investigations revealed that the landing of a smooth body with high horizontal speed on
water typically leads to the rebound of the body followed by skipping along the water surface.
It was shown that the body rotation plays an important role in impacts and rebounds of a free
body. This regime of the body motion with multiple impacts on the water surface may cause
vibrations of the fuselage with significant bending stresses or even lead to the overturning of
aircraft. It is interesting to note that regimes of the landing of a free body with a single impact
on the water surface and the subsequent smooth planing along the water were not detected in
the calculations. Motions of a free body are determined by its orientation and speeds before
the impact, and the hydrodynamic loads acting on the body surface during its contact with the
water. Between the subsequent impact, it is assumed that the body motions are governed by
gravity only. Aerodynamic forces are not included in the model.

To find regimes with smooth landing on water, it is suggested to include restoring forces
which reduce the vertical motion of the body and also its rotation. In addition, damping forces are
included. Parameters of the restoring and damping forces can be considered as control parameters
which could be selected to achieve smooth landing. It can be expected that wrong choice of the
parameters may lead to instability of the body motions with increasing amplitudes of its vertical
displacement and rotation. If the parameters do not vary in time, the control system should be
considered as passive. Active control assumes that there are time-varying external forces which
are changed by the pilot.

Fig. 1 Smooth body impact on a liquid layer with restoring forces and damping.
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The configuration under investigation in this study is shown in Figure 1. A smooth body is
represented by an elliptic cylinder which centre is connected by a vertical rod to the carriage of
zero mass. The carriage can move only horizontally with the same horizontal speed as the speed
of the body. The rod can move vertically with respect to the carriage. The distance between
the carriage and the centre of mass of the body is controlled by a linear spring with the rigidity
coefficient ky. In the equilibrium, the centre of mass is at distance y∗ from the bottom of the liquid
layer and the weight of the body is balanced by the restoring force of the spring. During the body
motion along the water surface, the vertical restoring force acting on the body is −ky(y0(t)−y∗),
where y0(t) is the current vertical coordinate of the centre of mass and t is time. In addition,
a vertical damping force, −cyẏ0(t), is included. This damping force could be due to a viscous
friction between the carriage and the vertical rod. The rod is pivoted at the centre of mass. The
elliptic cylinder can rotate around this pivot with the angle between its axis and the horizontal
being α(t). The axis of the cylinder is connected to the rod with a torsional spring of stiffness
kα and damping coefficient cα. The spring force is given by −kα(α(t)−α∗)− cαα̇(t), where α∗ is
an equilibrium inclination angle of the cylinder. Initially the carriage with the attached cylinder
moves at a horizontal speed ẋ0(0) with the compressed vertical spring, y0 > y∗, and equilibrium
angle of inclination α∗. Then the vertical spring is released, the cylinder moves down towards
the water surface and touches it tangentially at t = 0.

Note that a body landing on water without control of its vertical motion (ky = 0, cy = 0)
but with the restoring moment, kα > 0, can be considered as a body with internal gyroscopic
stabilizer. Such stabilizers can be also used to reduce roll motions of ship. Experiments showed
that a stone skips successfully over water if the stone’s rotational speed exceeds a certain value.
The spinning stabilizes the stone much like an internal gyroscope stabilizes a body’s landing on
water.

The body motions are governed by the equations

mÿ0 = Fy(t) − ky(t)(y0(t) − y∗(t)) − cy(t)ẏ0(t), mẍ0 = Fx(t),

Jα̈ = M(t) − kα(t)(α(t) − α∗(t)) − cα(t)α̇(t),

where m is the mass of the body, J is the moment of inertia, Fx(t) and Fy(t) are the horizontal
and vertical components of the hydrodynamic force acting on the body surface in the contact
region, M(t) is the moment of the hydrodynamic force. Dot stands for the time derivative.
Note that the gravity force is balanced by the vertical spring and does not appears in the
equations. The hydrodynamic forces and moment are calculated by integrating the pressure
distribution along the wetted part of the body surface [4,5]. The hydrodynamic pressure is
calculated within the shallow water approximation when the cylinder is in contact with water.

Fig. 2 Four typical positions of the body during its impact on shallow water with high horizontal speed.
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Hydrodynamic loads are set zero during the time intervals when the body is above the water
surface. Interaction stages are separated by these time intervals. It is assumed that each impact
occurs on the undisturbed water surface. Each interaction stage is subdivided into the impact
phase (Fig.2a), when the body enters the water layer and the wetted area expands in both
directions with jetting at both edges of the wetted region [1], and the planing phase (Fig.2b-d),
when the jetting occurs only at the leading edge and the water surface separates smoothly from
the body surface at the trailing edge [5]. The position of the separation point is determined
by using the Brillouin-Villat condition which requires that both the pressure and its tangential
derivative are equal to zero at this point. The position of the leading edge is determined by
using the matching conditions which come from the conditions of mass, momentum and energy
conservations at this point [2-6]. The equations of the body motions, the conditions at both the
leading and trailing edges of the wetted region and the equations of the shallow water flow are
reduced to the system of nine nonlinear differential equations and one algebraic equation for the
position of the separation point. These equations are integrated numerically in time with the
initial conditions specifying the body motions before each impact.

Fig. 3 Subsequent positions of the elliptic cylinder at different time instants are shown by thick lines

when the cylinder is in contact with water and by thin lines when it is above water. The time step is 20ms.

Fig. 4 Inclination angle α(t) of the elliptic cylinder (a), the vertical (b) and horizontal (c) components

of the body velocity are shown as functions of time. The time is in seconds, the speed in m/s and the

inclination angle is in degrees. Thick lines are for α∗ = 6o, kα = 10000 N/rad and thin lines are for

kα = 0. Dashed lines in both cases show motion of the cylinder without interaction with the fluid.
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Calculations were performed in the dimensional variables for the elliptic cylinder with semi-
axis a = 0.5m and b = 0.125m. The results of the calculations presented in Figures 3 and 4 are
for the cylinder of mass 150 kg, water density ρ = 1000 kg/m3 and the depth of the water layer
h = 0.05m. The initial values of the vertical speed is −1 m/s, horizontal speed 10 m/s. The initial
inclination angle of the cylinder is 6o. The rigidity of the vertical spring ky is zero, the coefficient
of the torsional spring kα = 10000 N/rad, and the equilibrium inclination angle α∗ of the cylinder
is 6o. The damping coefficients cy and cα are set zero. The time step of integration is 10−4 s.
The calculations were performed for the time interval of 1s duration. During this short interval
the cylinder impacts on water and bounces back five times. Positions of the body with time step
20 ms are shown in Figure 3. Note the different vertical and horizontal scales of the axis. In
Figure 4, the results for the inclination angle, vertical speed of the body and its horizontal speed
without the restoring moment are shown with thin lines, and with this moment by thick lines. It
is seen that without the restoring moment the inclination angle changes significantly during the
first second of the calculations varying from the initial 6o to zero and then to 24o. The restoring
moment reduces the variation of the angle to 3o around the equilibrium value. Note that the
restoring moment does not change the motions of the body during initial 0.1s. The restoring
moment makes the interaction stages shorter and the motions rather periodic with the period
about 0.2 s. This implies that this moment governs the motions. The restoring moment does not
change significantly the reduction rate of the horizontal speed of the body. This speed is reduced
by 15% during the first second of the body interaction with the liquid layer.

The results of the calculations revealed that a smooth landing on water can be achieved
by reducing both the horizontal and vertical speeds of the aircraft and keeping its inclination
angle small. In the case of emergency landing the horizontal speed cannot be reduced but the
vertical speed and the aircraft angle can be controlled. The horizontal speed can be as high as
50 m/s which makes the landing aircraft skip over the water surface. Hydrodynamic loads can
be used to reduce the horizontal speed. To increase the horizontal component of the loads, the
penetration depth should be big. This can be achieved by increasing the inclination angle and
the time interval during which the fuselage is in contact with water. The rebound of the fuselage
should be reduced by controlling the vertical motion and the inclination angle.

To gain the experience with effects of the control parameters on the aircraft emergency
landing, a model of multiple impacts has been developed. This model can be used to find optimal
control regimes of smooth landing. As a first attempt, it is suggested to determine the control
parameters ky(t) and kα(t) which maximize the duration of the first impact on water for a given
set of landing conditions.

The work was supported in part by the FP7 project SMAES - Smart Aircraft in Emergency
Situations 266172.
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The effect of a vertically sheared current on rogue wave properties.
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Rogue waves are unexpected large and spontaneous waves that can occur on the surface of
calm sea and during severe storm. In this study a nonlinear Schrodinger equation governing
the complex envelope of a surface water wave train propagating on an uniform vertical shear
current is used (Thomas R., Kharif C. & Manna M., 2012). As a result it is shown that
the vorticity modifies significantly the properties of rogue wave, namely their lifetime and
height. In the presence of a shear current co-flowing with the waves it is shown that the
height of the rogue waves is increased whereas the lifetime is decreased. Just the opposite,
for a counter-flowing current, the height and lifetime are reduced and increased, respectively.

I. INTRODUCTION

Rogue waves are among the wave naturally
observed by people on the sea surface that repre-
sent an inseparable feature of the Ocean. Rogue
waves appear from nowhere, cause danger, and
disappear at once. They may occur on the sur-
face of a relatively calm sea and not reach very
high amplitudes, but still be fatal for ships and
crew due to their unexpectedness and abnormal
features. A wave is considered as a rogue wave if
its height Hr is more than twice the significant
height Hs. For a Gaussian sea and a narrow
band spectrum, the significant height Hs = 4σ,
where σ is the standard deviation of the ele-
vation. Rogue wave can be generated by dif-
ferent mechanisms such as wave-current interac-
tion, geometrical or dispersive focusing, modu-
lation instability (the Benjamin-Feir instability),
soliton collison, crossing seas, etc. In this study
we consider rogue waves due to modulational in-
stability. Several studies have been carried out
on the propagation of surface water waves propa-
gating steadily on a rotational current ([2, 5, 6]).
Few papers have been published on the effect
of a vertical shear current on the Benjamin-Feir
instability of a Stokes’ wave train in the pres-
ence of uniform vorticity. Johnson [3] studied
the slow modulation of a harmonic wave on a
two dimensional flow of arbitrary vorticity. Us-
ing the method of multiple scale he obtained the
condition of linear stability for a plane nonlin-
ear wave. This condition is verified if the prod-
uct of the dispersive and nonlinear terms of the
nonlinear Schrodinger equation (NLS equation)
is negatif. The instability properties of weakly

∗Electronic address: viroulet@irphe.univ-mrs.fr

nonlinear wave packet to three dimensional per-
turbations have been studied by Oikawa et al.
[4]. Their analysis were illustrated for the case
of a linear shear. The Benjamin-Feir instability
of a wave train propagating on positive and neg-
ative shear currents have been studied by Choi
[1]. For a fixed steepness, he found that the en-
velope of the modulated wave train grows faster
in a positive shear current and slower in a neg-
ative one. Thomas et al. [7] using the method
of multiple scales derived a vor-NLS equation in
finite depth when the vorticity is taken into ac-
count. They carried out a stability analysis of
a weakly nonlinear wave train in the presence
of uniform vorticity. They demonstrated that
vorticity modifies significantly the modulational
instability properties of weakly nonlinear plane
waves, namely the growth rate and nabwidth.
They shown that these plane wave solutions may
be linearly stable to modulational instability in-
dependently of the dimensionless parameter kh.
Using the Benjamin-Feir Index (BFI) concept,
they demonstrated that the number of rogue
waves increases in the presence of a shear cur-
rent co-flowing with the wave whereas it is the
opposite for a counter-flowing current. We con-
sider the vor-NLS equation derived by Thomas
et al. [7] to investigate the properties of rogue
waves in the presence of vertical uniform shear
current, namely their lifetime and amplification.

II. THE VOR-NLS EQUATION

Generally in coastal and ocean waters, the ve-
locity profiles are varying with depth due to the
bottom friction and surface wind stress. For ex-
ample, tide currents may have an important ef-
fect on the propagation of waves and wave pack-
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ets. Surface drift of the water induce by wind
can also affect their propagation due to the ve-
locity in the surface layer. The velocity field can
be decomposed into a rotational term and an ir-
rotational term which correspond to the induced
wave velocity (the wave motion is assume to be
potential). The fluid is inviscid and incompress-
ible. Hence, the Kelvin-Lagrange theorem states
that the vorticity is conserved.

V = Ωyi+∇φ(x, y, t) (1)

The wave train move along the x axis, the y
axis is oriented upward and gravity downward.
The water depth h is constant and the bottom is
located at y = −h. Ω represents the magnitude
of the shear and φ the velocity potential due to
the wave.

A. Governing equations

The governing equtions are :
∇

2φ = 0,−h < y < η(x, t)
φy = 0, y = −h
ηt + (Φx +Ωη)ηx − Φy = 0
Φt +

1

2
Φ2
x +

1

2
Φ2
y +ΩηΦx + gη − ΩΨ = 0

where Φ means that φ is calculated on the
free surface and η the free surface elevation.
Using the Cauchy-Riemann conditions, the
dynamic boundary condition may be rewritten
as follows :

Φtx +Φtyηx +Φx(Φxx +Φxyηx) + Φy(Φxy +Φyyηx)

+ΩηxΦx +Ωη(Φxx +Φxyηx) + gηx +Ω(Φy − Φxηx = 0

B. The multiple scale analysis

We present briefly the derivation of the NLS
equation by using the method of multiple scales
(for more details see Thomas & al. 2012 [7]).

φ =
+∞∑

n=−∞

φnexp[in(kx− ωt)], (2)

η =

+∞∑
n=−∞

ηnexp[in(kx− ωt)], (3)

where k is the wavenumber of the carrier and
ω its frequency. Then φn and ηn are written in
perturbation series

φn =

+∞∑
j=n

εjφnj , (4)

ηn =

+∞∑
j=n

εjηnj , (5)

with ε the small parameter corresponding to the
wave steepness of the carrier.

We seek a solution modulated on a slow time
scale τ = ε2t and slow space scale ξ = ε(x− cgt)

η(x, t) =
1

2
(εa(ξ, τ)exp[i(kx−ωt)]+ c.c)+O(ε2)

(6)
With cg the group velocity of the carrier

wave. The new system of governing equations
becomes :

ε2φξξ + φyy = 0,−h < y < η(x, t)

φy = 0, y = −h

ε2ητ − εcgηξ + ε2Φξηξ + εΩηηξ − Φy = 0

ε3Φξτ − ε2cgΦξξ + ε3Φyτηξ − ε2cgΦξyηξ

+ ε3ΦξΦξξ + ε3ΦξΦξyηξ + εΦyΦξy + εΦyΦyyηξ

+ ε2ΩηξΦξ + ε2ΩηΦξξ + ε2ΩηΦξyηξ + εgηξ

+ΩΦy − ε2ΩΦξηξ = 0

Substituing the expansion for the potential
φ and the free surface elevation η lead to the
nonlinear Schrodinger equation (after a tedious
development to the third order) :

iaτ + Laξξ +N |a|2a = 0 (7)

where

L =
ω

k2σ(2 +X)
μ(1− σ2)[1− μσ + (1− ρ)X]− σρ2

M =
−ωk2(U + VW )

8(1 +X)(2 +X)σ4

U = 9− 12σ2 + 13σ4
− 2σ6 + (27 − 18σ2

+ 15σ4)X + (33− 3σ2 + 4σ4)X2 + (21 + 5σ2)X3

+ (7 + 2σ2)X4 +X5

V = (1 +X)2(1 + ρ+ μΩ) + 1 +X − ρσ2
− μσX

W = 2σ3
(1 +X)(2 +X) + ρ(1− σ2)

σρ(ρ+ μΩ)− μ(1 +X)
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FIG. 1: Stability diagram. S: stable, U: unstable.
(Thomas et al. (2012) [7])

with

μ = kh

σ = tanh(kh)

ρ =
cg
cp

Ω =
Ω

ω

X = σΩ

III. STABILITY ANALYSIS

A solution of equation (7) can be expressed
using a Stoke wave :

a = a0exp(iNa0τ) (8)

A linear stability analysis gives the stability
criterion for a Stoke’s wave :

L(−2Na2
0
+ l2L) ≥ 0 stable (9)

L(−2Na2
0
+ l2L) < 0 unstable (10)

The stability domain is plotted in figure 1 as
a function of σΩ and kh.

There are two critical values as a function of
the vorticity and the water depth. Indeed for
a value of σΩ < −2/3 which correspond to a

vorticity Ω = −2
√

kg

3
, Stoke’s waves are stable.

When there is no vorticity (Ω = 0) Stoke’s waves
are stable for kh < 1.363. Note that for three di-
mensional motion there are oblique modulations
even when kh < 1.363.

IV. APPLICATION TO ROGUE WAVES

In the previous section a development to
third order and a stability analysis have been
performed to investigate the influence of the vor-
ticity on the Benjamin-Feir instability of Stoke’s
waves (see [7] for more details). In this section
we consider the nonlinear evolution of the unsta-
ble infinitesimal perturbations within the frame-
work of the vor-NLS equation. A series of nu-
merical simulations of the vor-NLS equation is
performed for different values of the wave steep-
ness of the carrier wave, the water depth and the
vorticity. The nonlinear stability analysis is de-
veloped for constant vorticity varying from −0.4
to 0.4 and for kh = ∞ or kh = 2. Due to the lim-
itation of the NLS equation to weakly nonlinear
wave trains we choose ak = 0.05 and ak = 0.10.
The wave number of the carrier wave is k = 10
and that of the perturbation is l = 1.
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FIG. 2: Evolution of the normalized maximum ampli-
tude as a function of time. In infinite (a) and finite
(b) depth. Thick continuous line corresponds to 0
vorticity, thin continuous one to 0.2 and thin dashed
line to −0.2.
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The normalized maximum amplitude evolu-
tion as a function of time is shown in figure 2
for three different values of the vorticity (−0.2,
0 and 0.2). In both, finite and infinite depth,
increasing the vorticity increases the maximum
amplitude of the perturbation but decreases the
width of the peak. To have a rogue wave event,
the lifetime has been evaluated for a amplitude
higher than two times the initial amplitude of
the Stoke’s wave.
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FIG. 3: Evolution of the life time and the maximum
amplitude as a function a vorticity in infinite (a) and
finite (b) depth.

Figure 3 shows the evolution of the lifetime
and normalized maximum amplitude of the en-
velope as a function of the vorticity. In infinite
(fig.3.a) and finite depth (fig.3.b) increasing the
vorticity, increases the maximum amplitude but
decreases the lifetime of the rogue wave. In fig-
ure 3.b the Stoke’s wave is stable for values of
vorticity lower than −0.2. This explain why the
lifetime and maximum amplitude for negative
values of vorticity are lower than those without
vorticity, the instability is just high enough to
be defined as a rogue wave.

V. CONCLUSION

Using a 1D nonlinear Schrodinger equation
in the presence of a vertical shear current of
non zero constant vorticity in finite and infinite
depth, we have shown that the lifetime and max-
imum amplitude of rogue waves are significantly
influenced by a vertical shear current. For a
counter-flowing current the lifetime of a rogue is
increased whereas the height is decreased. The
opposite situation is observed for a co-flowing
current. This study is still in progress, to take
into account the influence of wind by introducing
the Miles’ mechanism.
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1. INTRODUCTION 
 
Recently, the installation of floating-type offshore structures in coastal area has been seriously considered. 
These offshore structures have drafts over 10 meters, and thus the shallowest conditions for operation are 
nearly 15~30 meters depth. For such finite water depth, the effect of bottom topology may be predominant to 
the wave propagation and motion responses of floating body.  
One of concerns for finite depth is the nonlinear effect due to finite depth. To observe such effect, 
computational results based on the Boussinesq equation and Rankine panel method are compared for various 
bathymetry. The nonlinear solutions are obtained by the Boussinesq equation solver, while the Rankine panel 
method is applied for linear problems. The comparison is made for the two sets of computational result: wave 
propagation and wave-induced motion responses. In the both cases, the Boussinesq model does not show 
significantly different results from linear theory as long as water depth is not very shallow. Therefore, it can be 
found that a linear approach is useful for evaluating seakeeping performance of floating bodies in finite depth. 
Based on the linear regime, the motions responses of an LNG carrier at a port in Korea are computed.   
 
2. BACKGROUND 
 
2.1. Rankine Panel Method for Linear Problems  
Laplace equation and linearized boundary conditions are applied to solve the boundary conditions for wave-
body interaction. When sea bottom varies, the general solutions of incident waves, ϕI and ζI, are hard to find. 
In order to simulate incident wave adequately, wave making wall is implemented in incoming boundary 
surface (see Fig.1). Neumann-type boundary condition is applied at this boundary, as in Eq. (1). Furthermore, 
numerical damping zone is adopted on free surface, as in Eq (2), and the damping intensity, ν, is modified 
according to its proper behavior at the end of the computation domain.  
 

I

n n
                                  (1) 

2

2 I I
d
dt z g

             (2) 

 
Rankine sources are distributed at boundary surfaces 
including sea bottom. Green’s second identity can be 
used to compute the velocity potential, ϕ, as in Eq. (3). 
SF, SB, SBT denote free surface, body, and bottom, 
respectively. All physical values are presented by 
applying bi-quadratic spline basis function.  
 

1 1 1 1 1 1
F B BT F B BTS S S S S S

ds ds ds ds ds ds
n r r n r n r n n r n r       

           (3) 

 
This Rankine panel method is applied in time domain to solve the prescribed boundary value problems. Wave 
loads are computed by integrating pressure on mean body, which is computed from Bernoulli equation. The 
fourth-order predictor-corrector method is applied for updating velocity potential and wave elevation. 
Radiation condition at far field is satisfied by applying damping zone, as similarly in Eq. (2).  
 
2.2. Boussinesq Equation for Nonlinear Problems  
Boussinesq equation approximates the velocities in fluid as a series form expanded from a reference location. 
In the present study, one of the state-of-the-art research is adopted which is developed by Madsen et al. (2006). 

2

2d
dt z g

2

2 I I
d
dt z g

I

n n

exsx

Fig. 1 Coordinate system 

Page 109 / 236



In this approach, the horizontal and vertical velocity of fluid can be represented as a series form of pseudo 
velocities,

 
û* and ŵ*, as in Eqs. (4) and (5). The infinite series of partial differential operators, JI and JII, 

include the differentiation up to fifth order.  
 

* *ˆ ˆ, , , I IIx y z t J J wu u                                                                      (4) 
* *ˆˆ, , , I IIw x y z t J w J u                                                                     (5) 

 
Pseudo velocities are computed by solving nonlinear boundary conditions with finite difference method. Then, 
horizontal and vertical velocities in the fluid can be calculated from Eqs. (4) and (5). Kinematic and dynamic 
free surface boundary conditions can update the velocities and wave elevation, by applying time-marching 
method. 
 
3. NUMERICAL RESULTS 
 
3.1. Comparison of Linear and Nonlinear Waves, and Motion Responses 
Kinematic wave shapes are compared in two different depth conditions. At first, wave elevation is simulated in 
constant water depth by Rankine panel method and Boussinesq model. Because the modern ships have design 
draft around 10 meters, water depth is considered to be 15 meters to confirm the safety of under keel clearance. 
Fig. 2 shows the numerically generated waves in two different wave frequencies (ω), and those are compared 
to analytic solution of Stokes’ linear wave. Longitudinal and vertical scales are normalized by wave length and 
a half of targeting wave height (H), respectively. In the Boussinesq model, two different wave heights, which 
are denoted in normalized from by water depth h, are selected to see the effect of nonlinearity. The nonlinear 
results in the Boussinesq model are not different significantly from the linear solution of the Rankine panel 
method. In addition, the results in both models are almost overlapped to the solution of Stokes’ wave.  
In next stage, wave elevation is simulated in sloped bottom. Sloped bottom is a useful example to describe the 
general shape of ocean bottom in near shore area. Many researchers have focused the effect of sloped bottom 
to dynamics of floating bodies (Buchner, 2006; Ferreira and Newman, 2009; Hauteclocque et al., 2009). Two 
different wave slopes are assumed, as in Fig. 3. h0 and λ0 denote water depth and wave length in inlet region. 
Wave elevations in both models show reasonable agreement to each other. Nonlinear effect is not dominant 
even at the higher wave amplitude in the Boussinesq model.   
 

  
(a) Wave elevation ( / 1.509g , / 0.060h )    (b) Wave elevation (ω(λ/g)1/2=2.057, h/λ=0.130) 

Fig. 2 Instantaneous wave elevation in constant water depth 
 

  
(a) Wave elevation ( 0 / 1.773g , 0 0/ 0.088h )  (b) Wave elevation (ω(λ0/g)1/2=1.939, h0/λ0=0.110) 

Fig. 3 Instantaneous wave elevation in sloped bottom 
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Fig.4 shows the Froude-Krylov forces computed for the sloped bottom of Fig. 3(b). In this case, the ship 
model is an LNG carrier of 274m length and 11m draft. The LNG carrier is assumed to be located in the center 
of slopes, and bow towards to deeper region. The Froude-Krylov forces are only computed in the Boussinesq 
model. In three different wave heights, the Froude-Krylov heave force and pitch moment are not remarkably 
different, as shown in Fig. 4. This results implies that the nonlinearity is not significant in this water depth.  
Fig.5 shows the heave and pitch motions in two different bottom changes. Particularly, the motion RAOs are 
compared with those for constant depths at the middle of slopes. It is interesting that the overall trends are 
similar between the results.  
In this computational study, it is found that nonlinear effect is not significant in the moderate water depth 
where coastal LNG platforms can be installed. Therefore, a linear method can be useful in the analysis of wave 
loads and motion responses of ships and offshore structures in finite depth.  
 

    
(a) Heave force                              (b) Pitch moment 

Fig. 4 Froude-Krylov force and moment on LNG carrier (head sea, 0 / 1.939g , 0 0/ 0.110h ) 
 

 
(a) Heave                                  (b) Pitch 

Fig. 5 Heave and pitch motions of LNG carrier: head sea, two bottom slopes (I: 15~30m, II: 15~45m) 
 
3.2. Motion Responses of LNG Carrier in a Real Port  

A real ocean seabed is modeled where the ship provides LNG to inland facility. The port is located at West 
Sea in South Korea. Fig. 6 shows the geometry around LNG terminal and representative wave flow in 
numerical computation. The mean depth near body is about 15 meters. Incident waves are assumed to 
propagate from open sea (left in figure) to narrow bay (right in figure). The direction of inflow changes due to 
the transversely varying bottom. In addition, the water depth also decreases as waves propagate along the bay. 
As a result, the shoaling effect usually increases wave amplitude in shallower region.  
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Fig. 6 Geometry of port in West Sea and representative wave around LNG carrier 

 
Head and following waves are assumed at the inlet boundary to observe the body’s responses. However, 
transverse flow is naturally generated due to the refraction of wave, as observed in Fig. 6. The direction is 
dependent on the depth variation and wave length. Fig. 7 shows the motion RAOs of the LNG carrier in 
regular wave. The magnitude of motion is normalized by amplitude of incident wave at inlet region. In this 
application, it is found that surge and heave responses are almost similar in both of head and following 
conditions. For pitch, the asymmetry of body and refracted waves around bow and stern regions cause 
different responses between head and following waves. To prevent transverse motion, position control is 
required according to the dominant wave component and its incident angle.  
 

   
 (a) Heave                                (b) Pitch 

Fig. 7 Motion RAOs of LNG carrier around LNG terminal 
 
REFERENCES 
 
Belibassakis, K.A., 2008. , A boundary element method for the hydrodynamic analysis of floating bodies in 

variable bathymetry regions, Engineering Analysis with Boundary Elements, 32, 796– 810. 
Buchner, B., 2006. The motions of a ship on a sloped seabed. In: Proceedings of 25th International Conference 

of Offshore Mechanics and Arctic Engineering. Hamburg, Germany. 
Ferreira, MD., and Newman, JN., 2009. Diffraction effects and ship motions on an artificial seabed. In: 

Proceedings of 24th International Workshop on Water Waves and Floating Bodies. Zelenogorsk, Russia. 
Hauteclocque, G., Rezende, F., Giorgiutti, Y., Chen, XB., 2009. Wave kinematics and seakeeping calculation 

with varying bathymetry. In: Proceedings of 28th International Conference of Offshore Mechanics and 
Arctic Engineering. Hawaii, USA. 

Madsen, P., Fuhrman, R., Wang, B., 2006. A Boussinesq-type method for fully nonlinear waves interacting 
with a rapidly varying bathymetry. Coastal Eng. 53, 487-504.  

Molin, B., Kimmoun, O., Remy, F. 2011, Slow-drift excitation in varying bathymetry, 26th IWWWFB, Athens, 
Greece. 

(L/g)1/2

H
ea

ve
R

A
O

(m
/m

)

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.2

0.4

0.6

0.8

1

Following wave
Head wave

(L/g)1/2

Pi
tc

h
R

A
O

(d
eg

/m
)

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.2

0.4

0.6

0.8

Following wave
Head wave

Page 112 / 236



28th IWWWFB, L'Isle sur la Sorgue, France, 2013 

 
 

 
 
HYDRODYNAMIC INTERACTIONS AMONG MULTIPLE CYLINDRICAL OWC’ DEVICES RESTRAINED 

IN REGULAR WAVES 
 

by 
Dimitrios N. Konispoliatis Spyros A. Mavrakos 
dconispoliatis@yahoo.gr  mavrakos@naval.ntua.gr 

                   
National Technical University of Athens, School of Naval Architecture and Marine Engineering 

9 Heroon Polytechniou Ave, GR 157-73, Athens, Greece 
 
 
1 INTRODUCTION 
In the present contribution, the diffraction and pressure-dependent-radiation problems for an array of OWC’s devices 
restrained in regular waves with finite water depth is investigated in order to highlight the effect of the hydrodynamic 
interactions among the devices on the wave loading and wave energy extraction. The problem of the hydrodynamic 
interaction among neighbouring OWC devices may be important in evaluating the absorbed wave energy by each device 
in the array since the hydrodynamic characteristics of each member of a multi OWC’s configuration may differ from the 
ones of a standalone,  isolated device due to interaction phenomena. The latter are evaluated using the single OWC’s 
hydrodynamic characteristics and the physical idea of method of multiple scattering (Twersky’s [1952], Okhusu [1974], 
Mavrakos [1991]). Air volume flow rate, inner pressure and absorbed wave power are parametrically evaluated for 
several distances among devices in an array consisting of three devices.     

2  FORMULATION OF THE HYDRODYNAMIC PROBLEM   

We consider a stationary group of N rigid vertical axisymmetric oscillating water column devices excited by a plane 
periodic wave of amplitude H/2, frequency ω and wave number k propagating in water of finite water depth d. The outer 
and inner radii of each device q, q=1, 2,…, N,  are ,q qa b , respectively, whereas the distance between the bottom of the q 
device and sea bed is denoted by qh and the distance between the devices by l (Figs. 1, 2). It is assumed small amplitude, 
inviscid, incompressible and irrotational flow so that linear potential theory can be employed. A global Cartiesian co–
ordinate system O–XYZ with origin on the sea bed and its vertical axis OZ directed positive upwards is used. Moreover, 
N local cylindrical co-ordinate systems ( ), ,q q qr zq , q = 1, 2, …, N are defined with origins on the sea bottom and their 
vertical axes pointing upwards and coinciding with the vertical axis of symmetry of the q device. 

           
Fig.1. Schematic representation of a typical   Fig.2. Stationary group of N identical OWC  

OWC device  devices in a row 
 
The fluid flow around the q=1,2,…,N device expressed in its own co-ordinate system can be described by the potential 
function: ( ) ( ){ }ti

qqq
q

qqq
q ezrtzr ωqφq −⋅=Φ ,,Re;,, with  
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Here, q
0φ is the undisturbed incident linear wave potential; q

7φ  is the scattered wave potential with the q device being 

considered fixed in the wave field with open duct and qp
pφ is the radiation potential on body q due to time harmonic 

oscillating pressure head, { }tip
in

p
in epP ω−⋅= 0Re , in the chamber for the p device which is considered fixed in otherwise 

calm water. 
The potentials l

jj (l ≡ q,  qp ; j=0, 7, P; p=1, 2,…, N) are solutions of Laplace's equation in the entire fluid domain and 

satisfy, besides the zero normal fluid velocity on the sea bottom (z = 0) and on the mean body’s wetted surface, qS0 , the 
following boundary conditions on the inner and outer free surface, z = d : 
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      (2) 

  
Finally, a radiation condition for qφ has to be imposed which ensures that propagating disturbances are outgoing.  
As mentioned in the introduction, the method for evaluating the fluid flow around the q device in the array relies on 
single device hydrodynamic characteristics and accounts for the hydrodynamic interactions among the devices using the 
physical idea of multiple scattering. Each device of the configuration scatters / radiates waves towards the others, which 
in turn scatter waves contributing to the excitation of the initial device and so on. In this way, by superposing the incident 
wave potential and various orders of propagating and evanescent modes that are scattered and radiated by the cylindrical 
array elements, Fourier – Bessel series representations of the total wave field around each device q in the array may be 
obtained in its own cylindrical co-ordinate system. In doing so, use is made of the Bessel function addition theorem to 
express the radiated /scattered wave field from the pth device in the reference co–ordinate system ( )zr qq ,,q . By the way 

of example, the wave field around the body q of the arrangement due to inner pressure variation in p device, qp
Pj , 

expressed in q-th body co-ordinate system is given by: 

0
,( , , ) ( , )

p
imqp qp qin

P q q Pm j q
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p
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Where for the outer fluid domain, qq ar ≥ , , dz ≤≤0  the function ,
qp
Pm jΨ  is given by: 

, , , ,
0 0

( ) ( ) ( )
( , ) ( ) ( )

( ) ( ) ( )
m j q m j q m j qqp qq qp qp
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Ψ = + + 

  
    (4) 

The first term in (4) represents the isolated device wave field around the q body due to its own internal pressure 
variation, the second term denotes the incident wave fields on body q emanating from the scattered fields of the 
remaining devices considered open and the last term is the scattered wave filed around the q –th device. In (4) mI and 

mK  denotes the mth order modified Bessel function of first and second kind, respectively; ,
qq

Pm jF are unknown Fourier 

coefficients for the radiated waves form the isolated body q with internal pressure head variation, ,
pq

Pm jF  Fourier 

coefficients for the scattered waves from remaining open duct devices; ( ){ } 1/2
( ) 0.5 1 sin(2 ) / 2 cos( )j j j jZ z a d a d a d

−
 = +    

Moreover, it holds:    
( )

, ,
1

( ) ( )
(1 )

( )
N i v mv m j qp m j qqp m v lp q

Pm j lq Pv j
l v v j q
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The time dependent volume flow produced by the oscillating internal water surface in q OWC device, q=1, 2,…, N, is 
denoted by ( ) ( )[ ]ti

qq
q

qq ezrqtzrQ ωqq −⋅= ,,Re;,,   
where: 
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Here zu denotes the vertical velocity of the water surface, q
iS the inner water surface of the q device and qφ  the velocity 

potential in q device’s chamber. It proves convenient to decompose the total volume flow, qq into two terms associated 

with the diffraction, q
Dq , and the pressure–dependent radiation problem, q

Pq , as follows:  

( )qqq
in

q
D

q
p

q
in

q
D

q iCBpqqpqq −−=+= 00       (7) 

where qB and qC are the corresponding radiation conductance and susceptance, respectively.  Assuming uniform 
pressure distribution inside the chamber, it can be shown that, even though all m-modes terms affect the values of the 
diffraction and radiation potentials, by substituting those potentials in Equation (3) only the modes with 0=m  
contribute to q

Pq and q
Dq , as in an isolated device case [Mavrakos & Konispoliatis, 2011]. 

Assuming that the Wells turbine is placed in a duct between the chamber and the outer atmosphere, of the q device, and it 
is represented by a real valued pneumatic admittance q

Tg , then the total volume flow Q in q device, is equal to [Evans & 
Porter; 1997, Falnes; 2002, Falca˜o; 2002]: 

( )tPgtQ q
in

q
T ⋅=)(             (8) 

The averaged value of the power absorbed from the waves over one wave period from the device q is obtained from 
[Evans & Porter; 1997]: 
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The capture width q of the q device is the ratio of the power absorbed by the device to the available power per unit crest 
length of the incident wave [Martins-Rivas and Mei; 2009], i.e. 

( )( )g
qq CHgW 222 r⋅=     (10) 

gC being the group velocity of the incident wave. The absorbed power (Eq.9) takes a maximum value of [Evans & 
Porter; 1997]: 

( ) 8
1

max
q
D

qq
D

q qBqW
−

=     (11) 

corresponding to an optimum inner pressure head ( ) 2
1

0
q
D

qq
in qBp

optim

−
= . 

If q
Tg , from Eq.8, reaches an optimum value, qqq

T iCBg
optim

−= then the maximum value of the absorbed energy by 

device q, is: 

( ) ( ) ( )



























+−+





















−−+






−=

− q
in

qq
T

qqqqq
T

q
in

q
in

qq
T

qqqqq
T

q
in

q
D

qq
D

q pBgBCCBigppBgBCCBigpqBqW
optimoptimoptimoptim 0

2

00

2

0
1

max 22221
8
1

 
 (12)  

The resulting maximum capture width is then given by [Evans & Porter; 1997]:  
( )( )g

qq CHgW 2
maxmax 22 r⋅=     (13) 

3 NUMERICAL RESULTS 

In figure 3 we examined an array of three same oscillating water column devices in a row. The variations of the value of 
the dimensionless parameter q

pqv = , for 2/1/ =daq , 4/3/ =qq ab , 4/3/ =dhq , 4=qal , ,8 12 , for the middle device 

of the array, are being plotted. Next, we investigate how the direction of the wave propagation affects the value of the 
inner pressure in each of the above OWC devices. In figures 4 and 5 the dimensionless modulus of the inner air pressure 
is plotted in each device of the above configuration, 3,2,1=q , for incident wave angles 0θ = , π/2, 4=qal and 

)/(1.0 5 Nsmg q
T = . Finally, in figure 6 the value of ( ) ( )isolated

max
3
max

2
max

1
max 3/  ++ for the three devices of the above 

configurations is presented, for 4=qal , ,8 12 .  Here j
max , j=1, 2, 3 denotes the maximum capture width in the j–th 

device for optimum inner pressure head, q
in optim

p 0 , whereas isolated
max is its single device counterpart for optimum inner 

pressure value. From the depicted results the effect of the hydrodynamic interactions on the alteration of the single OWC 
device characteristics is shown. 
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Symmetric two-dimensional problem of a rigid wedge entering water at a constant speed is con-
sidered. The wedge is of finite height. The second stage of the flow, when the wedge is already
completely wetted and a cavity is formed behind the wedge, is of concern. In particular, we need
to calculate the hydrodynamic force acting on the wedge during this stage. It is known that the
Wagner-type models quite well predict the force evolution during the impact stage, when the
wedge is only partially wetted. The idea of the present approach is to introduce a fictitious body
of infinite height, which consists of the wedge surface and the streamlines of the cavity behind
the wedge computed for unbounded fluid region, and to calculate the hydrodynamic force by
using the Wagner-type models applied to such a body.

1. Introduction

Wagner-type models include the Original Wagner Model (OWM), Modified Logvinovich Model
(MLM) and the Generalised Wagner Model (GWM). There are also several other advanced
models such as Second-order Wagner Model (Korobkin, 2007 and Oliver, 2007) and Combined
Asymptotic Model, which are not considered in this study, thought they could be promising as
it will be clear from the presented results.
Wagner-type models were derived for bodies with small deadrise angle. However, GWM and
MLM can also predict the force F (t) acting on entering bodies with moderate deadrise angles.
Calculations by the Wagner-type models will be performed for the symmetric wedge with dead-
rise angle of 30 degrees. The wedge is of finite height with the upper base of length B = 0.5m.
The wedge enters water of infinite depth at constant speed V . Gravity and surface tension are
not included in the models. The results by the Wagner-type models are compared with the
numerical results by S. Seng (2012) for the same wedge and conditions of the impact. Seng
did his calculations by OpenFoam and presented the force coefficient Fv = F/(ρV 2) in terms
of non-dimensional penetration depth h/H, where ρ is the water density, h = V t is the wedge
displacement and H = 1

2
B tan(30o) is the distance between the keel and the base of the wedge.

It was known that the coefficient Fv is independent of the entry speed for the infinite wedge.
The calculations by S. Seng showed that this coefficient is approximately independent of the
wedge speed also during the stage with separation from the knuckles of the wedge. This result
by Seng encouraged us to develop an approximate model of impact with separation where the
body surface is continued with the cavity streamlines making a body of infinite length. The
streamlines represent the free surface of the cavity behind a body placed in the uniform steady
flow. These streamlines are treated as rigid within the present models.
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2. Shape of the cavity behind symmetric wedge in uniform current

The analysis from the book by Gurevich (1978) was used to determine the shape of the cavity
in the parametric form

x =
B

2
+

B

2æ(γ)
X(s), y = H +

B

2æ(γ)
Y (s),

where s is the non-dimensional curvilinear coordinate along the free surface of the cavity, γ is
the deadrise angle of the wedge and

æ(γ) = 8 cos γ

∫
1

0

uσ(1− u2)du

(1 + u2)3
, σ =

2γ

π
, k = 1− σ.

The functions X(s) and Y (s) are obtained by integration of the following differential equations

dX

ds
= cos[kφ(s) + γ],

dY

ds
= sin[kφ(s) + γ], φ(s) = arccos[(2s+ 1)−

1
2 ]

with the initial conditions X(0) = 0 and Y (0) = 0. The wedge and its continuation with the
cavity surface are shown in Figure 1 for x > 0.

Figure 1. Shape of the wedge continued with the streamline in non-dimensional coordinates
x/(0.5B) and y/(0.5B) (left) and the function æ(γ), where γ is in degrees (right).

The length of a small streamline element is δl = Bδs/(2æ). Calculations of the streamline for
the wedge with deadrise angle 30 degrees were done with δs = 0.01 which corresponds to the
length δl of elements equal approximately to 1mm. Coordinates of the points on the wedge
surface, where x < 0.25m, and on the streamline, where 0.25m< x < 0.389m, with the distance
between points about 1mm were saved in a data file which was used in the following calculations
by the Wagner-type model representing a fictitious symmetric body with the equation y = yb(x),
which penetrates water at a constant speed. In total, 500 elements represent the shape.

3. Original Wagner Model

In the OWM, the rigid shape y = yb(x) is in contact with water over the interval |x| < c(t),
where c(t) and ċ/ḣ are computed by using the Wagner equation

∫ c

0

yb(x)dx√
c2 − x2

=
π

2
h(t),

ċ

ḣ
=

πc

2S(c)
, S(c) =

∫ c

0

y′b(x)xdx√
c2 − x2

. (1)

The integrals are evaluated by using linear approximation of the shape function yb(x) between
nodes of the elements. This approach can be used for any h(t). In the present calculations,
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h = V t. The hydrodynamic pressure in the wetted area of the fictitious body is given by the
linearised Bernoulli equation

p(x, t) = ρV 2
ċ

ḣ

c√
c2 − x2

.

The pressure is integrated over the wetted area, if c < B/2, and over the wedge surface, if
c > B/2, with the result

Fv =
2cċ

ḣ
K(c),

where K(c) = π
2
for c < B/2 and K(c) = arcsin(B/2c) for c > B/2. The calculated force

coefficient Fv is shown in Figure 2 with respect to the non-dimensional penetration depth V t/H
by the solid line. The dashed line shows the result by OpenFoam (Seng, 2012). It is seen that
the OWM overpredicts the force during the impact stage, which is well known drawback of
this model. However, OWM predicts correctly the duration of the impact stage and the force
evolution during the separation stage. The latter result is less obvious.

Figure 2. The force coefficient Fv as a function of non-dimensional penetration for the finite
wedge of 30 degrees by the OWM (solid line) and by OpenFoam (dashed line).

4. Modified Logvinovich Model

Within MLM, we use the same shape of the fictitious body and equations (1) for the size of
the wetted area and the speed of its expansion as in OWM. The force acting on the entering
wedge is calculated by integrating the pressure only over the wedge surface. The formula for the
force acting on an entering wedge by MLM was published by Korobkin (2004). This formula
was updated to account for the cavity behind the wedge. First we calculate the coordinate
x̃(t) of the point on the wedge surface, at which the pressure is zero, if such a point exists.
We introduce θ = x̃(t)/c(t) and χ such that θ =

√
1− χ2. Then we consider the equation

χ2 sin2 γ − 2χċ/ḣ + cos2 γ = 0 which is valid if the point x̃(t) is on the wedge surface. If the
latter equation has no real solution, it means that the point x̃(t) is on the surface of the cavity
behind the wedge. In this case we set x̃(t) = B/2. The force coefficient in MLM is given by

Fv = 2
ċ

ḣ
arcsin θ − 1

2
cos2 γ log

(
1 + θ

1− θ

)
− θ sin2 γ.

This force coefficient is shown in Figure 3 by the solid line. The dashed line shows the result by
OpenFoam (Seng, 2012). It is seen that the MLM predicts the coefficient quite well during the
impact stage but gives a wrong prediction at the separation stage. It is interesting to note that
OWM predicts the force at the separation stage better than MLM.
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Figure 3. The force coefficient Fv as a function of non-dimensional penetration for the finite
wedge of 30 degrees by the MLM (solid line) and by OpenFoam (dashed line).

5. Generalised Wagner Model

Calculations of the force acting on the wedge were performed by the GWM code (Korobkin,
2011) combined with the present model of separation (Figure 4).

Figure 4. The force coefficient Fv as a function of non-dimensional penetration for the finite
wedge of 30 degrees by the GWM (solid line) and by OpenFoam (dashed line).

It is seen that the GWM combined with the separation model suggested above predicts the force
quite well during both the impact and separation stages. However, several problems with the
GWM code were detected at the transition from the impact to separation stage.

This work is part of the project SMAES - Smart Aircraft in Emergency Situations - project
number 266172 - of the Seventh Framework Programme (FP7).
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We study the coupled time-harmonic motion of the following mechanical system: infinitely deep water bounded

above by a free surface and an immersed structure formed by a finite number N � 2 of surface-piercing bodies

floating freely. The surface tension is neglected and the water motion is irrotational, whereas the motion of the

whole system is of small amplitude near equilibrium. The latter assumption allows us to apply the linearized

model proposed by John [1], which we write in the matrix form used in [3]. Our aim is to prove the existence

of structures whose properties are as follows: (i) there exists a time-harmonic wave mode trapped by such a

structure; (ii) some of the structure’s bodies (may be none) are motionless, whereas the rest of the bodies (may

be none) are heaving at the same frequency as water. Our construction is based on a generalization of the

semi-inverse procedure (see [4] for a survey of this technique). The usual semi-inverse procedure was applied

in [3] for obtaining infinitely many families such that every member of a certain family is a single motionless
body floating freely; the corresponding trapped wave mode is common for each of these families. In the case of

heaving bodies, a novel moment is that a subsidiary (with respect to the arising eigenvalue problem) condition

guaranteeing the equilibrium is essential for verifying that the constructed structure floats freely.

1 Statement of the problem for multi-body structures g

x2

y

x1

Bk

Bk
B̂k

W

F

F

F

Figure 1: A body with two immersed parts.

x2
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B1
B2

B̂1 B̂2

D1 D2

WS1

S2

F F F

Figure 2: Definition sketch for two bodies.

Let the Cartesian coordinates (x,y), x = (x1,x2), be such that

the y-axis is directed upwards, whereas the x-plane coincides

with the mean free surface of water. By B̂k, k = 1, . . . ,N, we

denote the domain occupied by the k-th body in its equilibrium

position; its immersed part Bk = B̂k ∩�3− � /0 can consist of sev-

eral connected components (see fig. 1), �3− = {x ∈ �2, y < 0}.

Let B = ∪N
k=1Bk and W = �3− \B be the structure’s submerged

part and the water domain, respectively. The latter is supposed

to be simply connected, but B has at least N � 2 connected com-

ponents (see fig. 2); their number is greater than N if bodies like

that shown in fig. 1 are present. Furthermore, Sk = ∂Bk ∩�3−,

Dk = B̂k ∩{y = 0}, F = {y = 0} \ (∪N
k=1Dk) (see fig. 2), and n

is the unit normal to ∂W directed to the exterior of W .

The linearized time-dependent setting of the problem for

N = 1 was obtained in [1] (see [2] for its matrix form). In

our case, the system’s motion is described by the following

first-order variables: the velocity potential Φ(x,y; t) and N vec-

tors q(k)(t) ∈ �6. The latter characterize the motion of the

centre of mass of the k-th body about its given rest position(
x

(k)
0 ,y(k)

0

)
; namely, the horizontal and vertical displacements are q(k)

1 , q(k)
2 and q(k)

4 , respectively, whereas

q(k)
3 and q(k)

5 , q(k)
6 are the angles of rotation about the axes that go through

(
x

(k)
0 ,y(k)

0

)
parallel to the y- and

x1-, x2-axes, respectively. For studying time-harmonic oscillations of the radian frequency ω > 0 we put(
Φ(x,y, t),q(1)(t), . . . ,q(N)(t)

)
= Re

{
e−iωt

(
ϕ(x,y), iχ(1), . . . , iχ(N)

)}
. Then the bounded complex-valued

function ϕ and the vectors χ(k) ∈ �6, k = 1, . . . ,N, must satisfy the following problem:

∇2ϕ = 0 in W ; ∂yϕ −νϕ = 0 on F ;

∫
W∩{|x|=a}

∣∣∂|x|ϕ − iνϕ
∣∣2

ds = o(1) as a → ∞; (1)

∂nϕ = ω nTDk χ(k) on Sk ; ω2Ekχ
(k) = −ω

∫
Sk

ϕDT
k nds+gKkχ

(k) for every k = 1, . . . ,N. (2)
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Here ∇ = (∂x1
,∂x2

,∂y); ν = ω2/g and g is the acceleration due to gravity (see fig. 1); T denotes the matrix trans-

position and Dk = D
(
x−x

(k)
0 ,y− y(k)

0

)
, where D(x,y) =

[
1 0 x2 0 0 −y
0 1 −x1 0 y 0
0 0 0 1 −x2 x1

]
. Two matrices in the equation of

motion of the k-th body [the 2nd condition (2)] are as follows: Ek = ρ−1
0

∫
B̂k

ρk(x,y)DT
k (x,y)Dk(x,y)dxdy;

Kk =
[
O3 O3

O3 K′
k

]
, where K ′

k =

⎡
⎣ IDk I

Dk
2 −I

Dk
1

I
Dk
2 I

Dk
22 +I

Bk
y −I

Dk
12

−I
Dk
1 −I

Dk
12 I

Dk
11 +I

Bk
y

⎤
⎦and O3 is the 3×3 null matrix; IDk =

∫
Dk

dx,

IDk
i =

∫
Dk

(
xi − x(k)

0i

)
dx, IDk

i j =
∫

Dk

(
xi − x(k)

0i

)(
x j − x(k)

0 j

)
dx, IBk

y =
∫

Bk

(
y− y(k)

0

)
dxdy, i, j = 1,2.

The elements of Ek are various moments of the whole body B̂k (see [3]); ρk(x,y) � 0 is the distribution of

density within the k-th body and ρ0 > 0 is the constant density of water. All these 6×6 matrices are symmetric

and positive definite. Every matrix Kk (it is related to buoyancy of the k-th body; see [1]) is symmetric as well.

Problem (1)–(2) must be augmented by conditions guaranteeing equilibrium for each of N floating bodies:

• IB̂k
ρ = ρ−1

0

∫
B̂k

ρk(x,y)dxdy =
∫

Bk

dxdy (Archimedes’ law for the k-th body); •
∫

Bk

(
xi − x(k)

0i

)
dxdy = 0,

i = 1,2 (the centre of buoyancy of the k-th body and that of its mass lie on the same vertical line); • K ′
k is a

positive definite matrix (this implies the stability of the equilibrium position for the k-th body; see [1, § 2.4]).

The boundedness of ϕ implies that ∇ϕ decays as y →−∞; the radiation condition [the 3rd condition (1)]

means that waves are outgoing at infinity. In the same way as in [3], one proves the following assertion about

the energy of the coupled system.

Let (ϕ ,χ(1), . . . ,χ(N)) satisfy problem (1)–(2). Then ϕ belongs to the Sobolev space H1(W ) and
∫

F |ϕ|2 dx < ∞,
that is, the kinetic and potential energy of the water motion is finite. Moreover, the equality∫

W
|∇ϕ |2 dxdy+ω2

N

∑
k=1

χ(k)TEkχ
(k) = ν

∫
F
|ϕ|2 dx+g

N

∑
k=1

χ(k)TKkχ
(k)

expresses the equipartition of energy of the system’s motion.

In what follows, we suppose that ϕ is a real element of H1(W ) and χ(k) ∈�6, k = 1, . . . ,N, because the real

and imaginary part of any solution separately satisfy problem (1)–(2). Such a real solution
(
ϕ,χ(1), . . . ,χ(N)

)
is called a trapped mode, whereas the corresponding value of ω is called a trapping frequency.

2 Trapped modes with axisymmetric velocity fields

Since we are interested in trapped modes with axisymmetric velocity fields, we consider structures consisting

of axisymmetric bodies (motionless and/or heaving). In order to find them we apply a modification of the

semi-inverse procedure applied in [3]; this modification uses not only a special choice of the velocity poten-

tial, but also a particular form of the vectors χ(k). Namely, we fix ω > 0 and seek a trapped mode in the

form
(
ων−2 ϕ∗,dχ

(1)
∗ , . . . ,dχ

(N)
∗

)
, where d is the diagonal matrix diag{ν−1,ν−1,1,ν−1,1,1} and ϕ∗, χ

(k)
∗

are dimensionless. We put

ϕ∗(ν |x|,νy) = 2

∫ ∞

0
(k coskνy+ sinkνy)P(kν|x|)Q(kνr)

k2 dk
k2 +1

−π2eνy L(ν |x|)M(νr), y � 0. (3)

Here P = I0, Q = K1, L = J0 and M =Y1 for |x|< r, whereas P = K0, Q = I1, L =Y0 and M = J1 for |x|> r. The

value r > 0 is specified below; Y0, Y1 are the Neumann functions; J0, J1 and I0, I1, K0, K1 denote the standard and

modified Bessel functions of the indicated orders, respectively. It is easy to check that ϕ∗ is a non-dimensional

harmonic function in �3−. Moreover, the boundary condition ∂yϕ∗ −νϕ∗ = 0 holds on ∂�3− \{|x| = r, y = 0},

and ϕ∗ has a singularity on the excluded circumference. Putting r = rm = ν−1 j1,m, where j1,m is the m-th

positive zero of J1, we get that the last term in (3) vanishes for |x| > r. We denote ϕ∗ with r = rm by ϕm and

see that ϕm ∈ H1(W ) when W is a domain obtained by removing some neighbourhood of {|x| = rm, y = 0}
from�3−. Therefore, ϕm can serve as the first component of a trapped mode provided m and a water domain are

chosen properly. It is essential that the choice will also depend on the N-tuple
(
χ

(1)
∗ , . . . ,χ

(N)
∗

)
. We take χ

(k)
∗

in the form (0,0,0,Hk,0,0)T, and so Hk = 0 for a motionless body and Hk > 0 for a heaving body.

In order to define a water domain we use the Stokes stream function ψm corresponding to ϕm through the

following relations:

∂|x|ϕm = −(ν |x|)−1∂yψm, ∂yϕm = (ν |x|)−1∂|x|ψm, (4)
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thus getting ψm(ν |x|,νy) = −π2ν |x|eνy J1(ν |x|)Y1( j1,m)−2ν |x|Ψ(ν |x|,νrm,νy), |x| < rm, y � 0, and

ψm(ν |x|,νy) = −2ν |x|Ψ(νrm,ν|x|,νy), |x| > rm, y � 0,

where Ψ(σ ,τ,η) =
∫ ∞

0
(k sinkη −coskη) I1(kσ)K1(kτ)

k2 dk
k2 +1

and the constant of integration is chosen so that

ψm(ν |x|,νy) → 0 as ν2(|x|2 + y2) → ∞.

Relations (4) yield that ∂nϕm = 0 on every surface in �3−, where ψm = const. Some properties of stream-

lines ψm(ν |x|,νy) = � for various values of � will be used below. In particular, all these lines are smooth in

{|x| > 0, y < 0}; if � � 0, then the line’s end-points belong to the boundary of this quadrant, whereas one end

can be at infinity when � = 0; a streamline emanates from every point on the half-axis {ν |x| > 0, νy = 0}
and the only exceptions are ( j1,m,0) and those points, where ψm(ν |x|,0) attains its local extrema. Moreover,

ψm(ν |x|,νy) → +∞ as ν2[(|x|− rm)2 + y2] → 0 and y � 0.

3 Construction of freely floating multi-body structures
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(b)

ν |x|

ν |x|

νy

ψ2(ν |x|,0)
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Figure 3: (a) The trace ψ2(ν |x|,0). (b) Stream-

lines ψ2(ν |x|,νy) = � for various values of �;

nodal lines (� = 0) are bold. Straight segments

show how wetted surfaces are connected above the

free surface to form 2 bodies. Darkly shaded lay-

ers show the ballast guaranteeing that the bodies

are in equilibrium.

3.1. Motionless structures. The above-listed properties of

ψm, m = 1,2, . . . , allow us to consider every bounded sur-

face in �3− on which ψm = const (the only exceptions are

unbounded nodal surfaces) as the rigid wetted boundary of a

motionless axisymmetric body semi-immersed into water (see

[3] for details in the case N = 1). Fig. 3 (b) shows the vertical

radial cross-section of 2 such bodies defined by ψ2(ν |x|,νy);
this function can also be used for defining 3 bodies like that lo-

cated in the middle below the body with 2 immersed parts. We

even have m < N in this example, but m must be sufficiently

large for guaranteeing N − 1 changes of sign for ψm(ν |x|,0)
when 0 < ν |x| < j1,N (this yields the existence of N bodies).

Thus, using ψ2 we defined a motionless structure and now

it is necessary to check that it is freely floating. (In the gen-

eral case, we have to show that (ϕm,0, . . . ,0), where 0 (the

zero element of�6) is repeated N times, is a trapped mode for

a structure of this type.) For this purpose it remains to ver-

ify that the following 6N equalities hold [see the 2nd equation

(2)]:
∫

Sk
ϕDT

k nds = 0, k = 1, . . . ,N. As in the case of a sin-

gle body, 5N of these integrals vanish when all surfaces Sk are

axisymmetric (see details in [3], Appendix). Therefore, it remains to show that
∫

Sk
ϕm∂nyds = 0, k = 1, . . . ,N,

when ∂nϕm = 0 on Sk. Let the constructed bodies be numbered so that B̂N contains the singularity circumfer-

ence {|x| = rm, y = 0} inside. (It is the doubly immersed body in fig. 3.) First, we apply the method used in

[3], Appendix, for proving that
∫

SN
ϕm∂nyds = 0. It involves the 2nd Green’s formula written for the functions

ϕm and y+ν−1 in the domain (�3− \BN)∩Cρ,δ ; here Cρ,δ = {|x| < ρ, −δ < y < 0} and ρ, δ > 0 are taken so

that BN ⊂Cρ,δ . Then the required result follows from the boundary conditions, the behaviour of ϕm as y →−∞
and the Riemann–Lebesgue lemma applied as δ → +∞. Then the same procedure yields the result for every

k = 1, . . . ,N−1, but the domain must be changed to (�3−\BN ∪Bk)∩Cρ,δ and the fact obtained on the previous

step must be taken into account.

Of course, the ballast density within each body is to be chosen so that the conditions guaranteeing the

body’s equilibrium are fulfilled (see [3], § 3.3, for details).

3.2. Heaving structures. Let us turn to constructing N-body trapping structures heaving so that Hk = H > 0

in χ
(k)
∗ for all k. For this purpose we modify our method outlined in sect. 3.1 as follows. We require a structure

to be formed by bodies for which every Sk is a surface of constant level

ψ(H)
m (ν |x|,νy) = const, where ψ(H)

m (ν|x|,νy) = ψm(ν |x|,νy)− (ν |x|)2H/2 . (5)

If H is sufficiently small, then these level surfaces have properties similar to those listed at the end of sect. 2.

Hence relations (4) imply that ∂n(ϕm −Hνy) = 0 on every Sk ⊂�3−, k = 1, . . . ,N, and so the 1st condition (2)

describes the heave motion of the whole structure. Again we choose SN so that it separates the singularity of

ψ(H)
m from infinity.
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Fig. 4 (b) shows the vertical radial cross-section of 2 such bodies defined by ψ(H)
1 (ν |x|,νy) with H = 0.1.

In this example of a heaving structure defined with the help of ψ(H)
1 , we have m < N (cf. sect. 3.1); however,

generally, m must be sufficiently large and H must be sufficiently small to guarantee the existence of N bodies.
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Figure 4: (a) The trace ψ(H)
1 (ν |x|,0) with H = 0.1.

(b) Streamlines ψ(H)
1 (ν |x|,νy) = � are plotted for

H = 0.1 and various � � 0; the nodal line (� = 0)

serves as S2 (the wetted boundary of the right body);

straight segments connect wetted surfaces above the

free surface to form two bodies; two dashed lines

(� ≈ −0.9464) separate four different families of

level lines. (c) The trace ψ1(ν |x|,0). (d) The dashed

line is taken from (b); streamlines ψ1(ν |x|,νy) = �
are plotted for various values of �; the nodal line

(�= 0) is bold.

It remains to verify the equations of motion [the 2nd

condition (2)] for the constructed heaving structure which

are as follows for axisymmetric bodies:

νHIB̂k
ρ = −

∫
Sk

ϕ1 ∂nyds+HIDk , k = 1,2; (6)

we restrict ourselves by the case shown in fig. 4 (b). In or-

der to check (6) we begin with applying the 2nd Green’s

formula to ϕ1 and y + ν−1 in (�3− \B2)∩Cρ,δ , where pos-

itive ρ, δ are taken so that B2 ⊂ Cρ,δ . As in sect. 3.1, con-

siderations based on the boundary conditions, the behaviour

of ϕ1 as y → −∞ and the Riemann–Lebesgue lemma with

δ → +∞ are applicable, but now we obtain that∫
S2

ϕ1∂nyds = Hν
∫

S2

(y+ν−1)∂nyds =−Hν
∫

B2

dxdy+HID2 .

Substituting this into (6) with k = 2, we see that (6) is true

because it reduces to Archimedes’ law for B̂2. Then the

same procedure yields the result for k = 1, but the domain

must be changed to (�3− \B1 ∪B2)∩Cρ,δ and the fact ob-

tained on the previous step must be taken into account as

well as Archimedes’ law for B̂1.

3.3. Structures formed by motionless and heaving bod-
ies. First, we consider (ων−2ϕ1,0,dχ2), where χ2 =
(0,0,0,H,0,0)T. It is clear that this triplet serves as a mode

trapped by an axisymmetric structure formed by the heaving

body B̂2 defined in sect. 3.2 [the right body in fig. 4 (b)] and

any motionless body obtained by rotation of the following

domain: it is the union of the rectangle adjacent to the do-

main enclosed between the ν |x|-axis and a streamline of ψ1

located to the left of the dashed curve in fig. 4 (d).

Now we take (ων−2ϕ1,dχ1,0), where χ1 is the same

as χ2 above. Hence this triplet serves as the mode trapped

by an axisymmetric structure formed by the heaving body

B̂1 defined in sect. 3.2 [the left body in fig. 4 (b)] and any

motionless body obtained by rotation of the following do-

main: it is the union of the rectangle adjacent to the domain

enclosed between the ν |x|-axis and a streamline of ψ1 located to the right of the dashed curve in fig. 4 (d).

4 Conclusion Generalizing considerations of sect. 3, one obtains the following

Theorem. For any ω > 0 and arbitrary integers N � 2 and n, 0 � n � N, there exists an axisymmetric trapping
structure that consists of N bodies and has the following properties: (i)

(
ων−2 ϕm,dχ

(1)
∗ , . . . ,dχ

(N)
∗

)
is the

corresponding trapped mode (see its description in sect. 2), where m is sufficiently large and Hk in χ
(k)
∗ is an

arbitrary non-negative number lesser than 2π2|Y1( j1,m)J1( j′1,N)|/ j′1,N−1 ( j′1,� is the �-th positive zero of J′1);
(ii) all bodies float freely, n of them are motionless and described by properly chosen level lines of ψm, the
remaining N −n bodies are heaving and described by chosen in a special way level lines of functions (5).
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∇2φ = 0, −h ≤ z ≤ η, ���
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∂η

∂t
+ (u− U)

∂η

∂x
+ v

∂η

∂y
φ =

∂φ

∂z
, z = η, ���
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− U
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∂x
+

1

2
u · u+ gη +

p

ρ
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Introduction  
 Potential flow theory is widely used in ocean 
hydrodynamics. With the great progress achieved so far, 
the weakness of the conventional potential flow model 
was also found for some special problems. One of the 
typical examples is the gap resonance, where the 
unexpected extremely large wave amplitude in the narrow 
gap, confined by the floating structures arranged side-by 
side, is predicted by the conventional potential flow 
model. The over-prediction of wave amplitude by the 
potential flow model near the resonant frequency is also 
observed for the liquid sloshing in a container. As far as 
ship motions in ocean wave are concerned, the rolling 
damping remains still great challenge for the potential 
flow theory. Empirical coefficients associated with the 
rolling damping are generally required in practical 
applications in order to make reasonable predictions of 
ship motions.  
 The gap resonance, sloshing and rolling problems 
mentioned above present a common characteristic, that is, 
the physical dissipation plays an important and critical 
role. However, the conventional potential flow model is 
based on two basic assumptions of irrotational flow and 
inviscid fluid, which means that the physical dissipation 
in the fluid flow has to be totally ignored. Therefore the 
conventional potential flow model becomes invalid for 
the cases with significant mechanical energy dissipation. 
In the context of viscous fluid flow with incompressibility, 
on the other hand, the mechanical energy dissipation can 
be described by the dissipation rate function from the 
energy equation,  

2 ij ijs s   (1) 

where  stands for the fluid viscosity and sij = 0.5 
(ui/xj+ uj/xi) for the strain rate tensor with ui the flow 
velocity component. Eq. (1) denotes the work rate 
dissipated in unit volume, having a dimension of [JS-1L-3]. 
The dissipation function can be re-formulated by 
subtracting the continuity equation 2(ui/xj)

2 = 0, which 
leads to[1]

2 4
u v u v

y x x y
 

    
        

(2) 

for the two-dimensional situation, where  is the vortice 
and u, v the velocity components in the 2-D case.  

As for the potential flow, the vortices are definitely 
zero. Furthermore, if the fluid is ideal, no dissipation is 
produced since the viscosity is zero. However, if we 
consider the special case of irrotational (potential) flows 
of viscous fluids, that is, the viscous potential flow, the 

dissipation function might be not zero since the second 
term in the right hand of Eq. (2) has to be retained. Note 
that the viscous fluid flow can be irrotational flow [2].
Considering the Helmholtz Theorem, that is,  
u =  + v (3) 
where u is the velocity vector,  the velocity potential, 
giving  the irrotational velocity and v the rotational 
part of the velocity, Joseph et al (2006)[3] presented the 
integral dissipation function in space 
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(4) 

 The above dissipation function with Helmholtz 
decomposition shows that the energy dissipation is 
composed of three parts. The first one purely results from 
the potential flow (irrotational velocity components) p = 
2  , ij , ij d and the second part comes from the 
rotational velocity components, v = 0.5  (vi, j +vj, i)

2

d while the third part due to the coupling effect of 
potential flow and rotational flow gives rise to p~v= 2
 (vi, j + vj, i) i, j d. Eq. (4) indicates clearly that the 
potential flow of viscous fluid is able to partially consider 
the mechanical energy dissipation although the potential 
dissipation might be limited for the real-life problems.By 
using the Gauss theorem and considering the boundary 
conditions of potential flow of viscous fluids, the 
potential dissipation p can be transformed to the 
boundary integral[4],

2

p 2
2 2 n

nSf Sf

u
u ds u ds 

 
  

 n
 (5) 

Where un = /n, u = / with n and  the unit 
vectors in normal and tangent directions, respectively, and 
sf stands for the free surface boundary. Eq. (5) indicates 
that the energy dissipation of viscous potential flow 
appears along the free surface, which can be regarded as 
the theoretical foundation for our previous method by 
introducing damping term on the free surface for the gap 
resonance problem [5, 6]. It should be pointed out that the 
governing equations of mass conservation and 
momentum conservation are the same for the potential 
flows of both ideal fluid and viscous fluid, i.e., the 
Laplace equation and Bernoulli equation. The details of 
the viscous potential flow theory can be found in Ref. [4].
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The introduction of the concept of viscous potential 
flow provides us a feasible approach to consider the 
dissipation in the frame of potential flow theory. However, 
the energy dissipation in realistic flows may involve 
significant vortical (rotational) contributions, and the 
dissipation will not be restricted to the free surface. 
Therefore, it is necessary to know well where dissipation 
mainly appears and how much dissipation is for a special 
problem. This is the main issue of the present work by 
examining the rolling dissipation in fluid. In the 
following section, the dissipation of a rotationally 
oscillating square box in viscous fluid will be examined 
by the CFD simulations. We consider one submerged box 
first and one floating box with free-surface effect as 
another case.  

Submerged box rolling in closed container 
 The governing equation is the two-dimensional 
Navier-Stokes equations for incompressible viscous fluid 
in the Arbitrary- Lagrangian-Eulerian frame, 

0i

i

u

x





 (6) 
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j j
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u u up
u c

t x x x x


 

   
    

    
 (7) 

where ui and cj are the fluid velocity and mesh velocity 
components corresponding to the i-th Cartesian 
coordinate xi (i=1, 2 for the present 2-D problem), p the 
pressure, t the time and the liquid density  = 1000 kg/m3

is used in this work. For the purpose to understand well 
the influence of fluid viscosity the heavy dynamic 
viscosity  = 10.0 kg/ms is adopted here. A rectangular 
box with square cross-section in x-o-y plan (with side 
length D =1.0 m) is placed in a closed square container 
fully filled with liquid. The rolling motion of the square 
cylinder is described by the forced rotational oscillation 
with respect to its centre, coinciding with the centre of the 
container.  
   0 sin 2t ft    (8) 

where  is the time-dependent rotational angle in radian,  
0 the amplitude and f the frequency in Hz. A sketch 
definition for the submerged square cylinder in a typical 
computational domain 40D40D is shown in Fig. 1.

Fig. 1 Sketch definition of submerged rolling box

 The no-slip boundary condition is applied on the 
solid wall, including the box surface and container 

boundary and a zero reference pressure is imposed at the 
down-right corner of the container. 
 The numerical model is firstly verified with different 
grid resolutions. It is confirmed that the computational 
meshes is fine enough, giving that the numerical results 
are free from the mesh density.That means the numerical 
dissipation is ignorable comparing with the physical 
dissipation. The influences of container size, fluid 
viscosity, rolling amplitude and frequency on the mean 
energy dissipation rate, denoted by , are concerned, 
which is evaluated as 

2 2

1 1
2 1 2 1

1 1
2

T T

ij ijT T V
dt s s dVdt

T T T T
   

     (8) 

where T1 and T2 is the integral time scale covering the 
stable state. Three different container sizes, measured by 
the container side length L = 20D, 40D and 60D, are 
examined with fixed rotation frequency f = 1.0 Hz and 
amplitude0 = 0.1 rad. The numerical results show that 
the mean energy dissipation rates in the whole fluid 
domain confined by the different container sizes hold the 
same value of 6.255 J/s. This suggests that wall effects 
from the container on the dissipation can be neglected for 
the present numerical set-up, in other words, the 
dissipation rate induced by the container boundaries 
approaches to zero, giving the reasonable assumption 
with infinite computational domain. Therefore, the 
medium container size L = 40D40D is adopted as the 
benchmark for the following computations.  
 As mentioned previously, one of the concerned 
issues for the dissipation is to get know where the 
dissipation takes place. We evaluated the mean 
dissipation rate in several square regions with respect to 
the rotation centre, i.e., Ls = 1.0D, 1.6D, 2.0D, 3.0D, 4.0D,
10.0D, 20.0D, 30.0D and 40.0D, referring to the 
definition in Fig. 1. The other computational parameters 
include  = 10 kg/ms,  = 1000 kg/m3, 0 = 0.1 rad and 
f [0.1, 1.0] with an increment of 0.1 Hz. As shown in 
Fig. 2, the increase in the area of the sub-domain does not 
increases the dissipation rate significantly. That means 
the mechanical energy dissipation mainly happens in the 
near region of the rolling box. Careful examinations 
indicate that the area of 3.0D3.0D may account for more 
than 90% dissipation of the whole fluid domain for the 
present cases. Fig. 2 suggests also that the dissipation rate 
increases approximately in parabolic with the rolling 
frequency at constant rolling amplitude, which means the 
higher frequency gives the larger dissipation.  

Fig. 2 Variation of mean dissipation rate with rolling
frequency within different sub domain size
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Fig. 3 presents the comparisons of the dissipation 
rates under various rolling amplitudes. The mean 
dissipation rate is evaluated in the typical two 
sub-domains of 3.0D3.0D and 20.0D20.0D. It can be 
seen that the rolling amplitude has significant influence 
on the mean dissipation rate. For a particular frequency, 
the larger rolling amplitude gives rise to the higher 
dissipation at a rate larger than linear increase.  

Fig. 3 Comparison of mean dissipation rate under different
rotation amplitude

 Fluid viscosity is expected to play important role in 
the mechanical energy dissipation, which is examined in 
Fig. 4 by considering the various viscosities at constant 
rolling amplitude 0 = 0.1 rad and frequency f = 0.4 Hz. 
This figure shows that the total dissipation in the fluid 
domain does not behave a linear increase with the fluid 
viscosity although the viscosity in Eq. (1) presents in 
linearity. Fig. 4 implies the importance of velocity 
gradient (mainly accounted by the vortices).  

Fig. 4 Influence of fluid viscosity on dissipation

 Based on the CFD numerical results the correlation 
between the dissipation and vortices are examined in Fig. 
5 for typical 0 = 0.15 rad and f = 0.1 Hz. It can be 
observed that the total dissipation shown in Fig. 5 (left),
by using Eq. (1), mainly appears in the near region of the 
rolling box and the most significant energy dissipations 
appear around the sharp corners. The dissipation resulted 
from the vortex motion in Fig. 5 (middle), evaluated by 
the first term of the right hand of Eq. (2), presents the 
similar scenery to that of Fig. 5 (left). The further 
examination in quantity indicates that the vortices 
dissipation accounts for most of the total dissipation. 
From Fig. 5 (right), it is confirmed that the vortices 
mainly develop from the solid wall and the sharp corners. 
The numerical results shown in Fig. 5 suggest that the 
dissipation induced by the vortical flow has to be 
modeled in order to use the viscous potential flow theory 
to successfully describe the rolling damping. Two points 
should be addressed, 1) the physical dissipation should be 

introduced near to the rolling structure and 2) the 
appropriate dissipation amount should be used. One 
feasible method for the former topic might be the 
dissipative surface idea proposed by Chen et al (2011) [7]

while the latter one can be estimated by using the CFD 
simulations as described in this work.  

Total dissipation Vortical dissipation Vortices contour
Fig. 5 Contours of dissipation rates and vortices

Floating box on free surface 

 By using the Navier-Stokes solver involving 
two-phase fluids, the rolling dissipation with free surface 
was simulated, where the liquid-gas interface is capture 
by the Volume of Fluid method. For the purpose of 
comparison, the computational domain, box size, 
rotationally oscillating amplitudes and frequencies are set 
to be as close as those in the previous section. The 
container is partially filled with liquid in a depth of 20D,
i.e., half of the vertical dimension. The viscosities and 
densities used in the computations for the liquid and gas 
phases are L= 10.0 kg/ms, L = 1000 kg/m3 and A= 10-5

kg/ms, A = 1.0 kg/m3, respectively.  
 The time-series of wave elevations recorded at x = 
1.0m, 5.0m, 10.0m and 20.0m, respectively, are shown in
Fig. 6 for the case with f = 0.5 Hz and 0 = 0.1 rad. It 
shows that the wave amplitude decreases with the 
increase in the distance. At x = 10 m, the wave amplitude 
approaches to 1/6 of that at x =1.0 m and the wave energy 
is totally damped out at x = 20.0 m. The further 
examinations show that the higher oscillating frequency 
leads to the faster decrease in the wave height with the 
distance.  

Fig. 6 Time series of wave elevation at different position

 Eq. (2) suggests that the total dissipation rate 
consists of two parts, i.e., the first term and the second 
term on the right hand, which are denoted by the vortical 
dissipation rate and the other dissipation rate, respectively. 
The time evolutions of dissipation rates in the whole 
domain are examined in Fig. 7, for the case of f = 1.0 Hz 
and 0 = 0.1 rad, where the space integral over both the 
liquid and gas phases are involved. Since the gas 
viscosity is much smaller than the liquid, it is confirmed 
to have rather limited contribution to the total dissipation. 
It can be seen that the total dissipation rate (d) is 

f (Hz)


(J

/s
)

0.0 0.2 0.4 0.6 0.8 1.0
0

5

10

15

20 0 = 0.05, 3.0D  3.0D
0 = 0.05, 20.0D  20.0D
0 = 0.10, 3.0D  3.0D
0 = 0.10, 20.0D  20.0D
0 = 0.15, 3.0D  3.0D
0 = 0.15, 20.0D  20.0D

 (kg/ms)


(J

/s
)

0 2 4 6 8 10
0

1

2

3

4

5

-1 0 1

-1

0

1

-1 0 1

-1

0

1

-1 0 1

-1

0

1

t (s)


(m

)

0 5 10 15 20
-0.02

-0.01

0

0.01

0.02

x = 20.0m

x = 10.0mx = 1.0m

x = 5.0m

Page 131 / 236



mainly resulted from the vortical flow (2d). For the 
present case the dissipation rate induced by the second 
term of Eq. (2), i.e.,  4 (uyvxuxvy) d, accounts for 10% 
of the total dissipation rate, in which both potential and 
vortical dissipations and their coupling effects are all 
involved according to the previous mentioned Helmholtz 
decomposition in Eq. (4). 

Total;           Vortical;           Others 
Fig. 7 Time series of dissipation rates in the whole domain

 Following the previous examinations, the mean 
dissipation rates in various sub-domains with different 
square size are compared in Fig. 8, which is helpful to 
determine the most significantly dissipative region. The 
rotational amplitude and frequency considered here are 
1.0 Hz and 0.1 rad, respectively. Note that the square 
sub-domains with side length Ls cover both of the liquid 
and gas regions and the three types of mean dissipation 
rate are considered. The numerical results show that the 
mean total dissipation, evaluated directly from Eq. (8), 
increases with the sub-domain size. However, as Ls > 15 
m, that is, 15D in this work, the total mean dissipation 
rate approaches constant.  That means the physical 
dissipation is mainly restricted in the scope of 15D15D,
which is much larger than the previous examined cases of 
submerged rolling box due to the presence of free surface. 
Again, the dissipation is observed to be mainly induced 
by the vortical flow. However, the mean vortical 
dissipation rate shows little dependence on the 
sub-domain size. As the sub-domain is large enough, the 
other dissipations account for nearly 25% of the total 
dissipation.  

Fig. 8Mean dissipation rate in different sub domain

 The influence of rotational frequency on the mean 
dissipation rates in the whole domain are examined in Fig. 
9 by considering the typical example with 0 = 0.1 rad. It 
was found that at the lower frequencies the mean 
dissipation rate associated with the second term in Eq. (2) 
is very small while the total mean dissipation rate is 

almost the same as that from the vortical flow. With the 
increase in the frequency, the three dissipation rates 
increase gradually, and the difference between the total 
dissipation and the vortical dissipation becomes evident, 
which means the dissipation induced by the third term of 
Eq. (2) plays more and more important role at the higher 
oscillating frequencies.  

Fig. 9 Dependence of dissipation rate on rolling frequency

Conclusion 

 For the purpose to introduce dissipation in potential 
flows to deal with the near resonant problems in ocean 
engineering, we have performed analyses on the 
dissipation in viscous fluid and investigated quantitatively 
different components in the case of rolling boxes by using 
the CFD method. Two cases relative to one submerged 
box and one floating box at the free surface have been 
considered. The numerical results of dissipation rates 
associated with different components by varying rolling 
frequency and amplitude highlight that the major 
dissipation is contributed by fluid vortices in the region 
close to boxes. Further studies are needed to quantify the 
linear and quadratic coefficients of dissipation associated 
with rolling speed. 
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The investigation carried out in the present research pursues the study started several years ago about the wave-impact

phenomena in a sloshing tank relevant for a Liquefied Natural Gas ship at low filling depth. Depending on the local

features of the wave approaching the tank wall, different impact phenomena may occur. When the angle between the

liquid and the wall is small, a single gas bubble is entrapped during the impact; differently, for larger angle of impact,

flip-through event or flat-impact may occur. Previous investigations for a fully 2D rigid tank [(1), (2), (3)], emphasized

that the maximum pressure along the wall is not a reliable indicator of the maximum load, because of the stochastic nature

of the local flow which characterizes the slamming phenomena. Further, when gas-entrapment matters making important

the compressibility of the gas and its interaction with the free surface, Euler and Cavitation numbers, in addition to the

traditional Froude scaling, should be taken into account for a proper scaling of the maximum loads [(2), (3)].

Based on the above results, in the last year new physical effects have been investigated by the present research group by

means of a hydroelastic study. Hydroelasticity indeed, may be a crucial issue when slamming events occur in a LNG tank.

Because of the low temperature inside the tank used to ensure the liquid state of the gas, the side walls, designed to realize

a good thermal insulation, are not able to support the buffles traditionally installed in oil tankers to damp the sloshing

phenomena. Then violent impacts may happen, especially in low filling conditions, when a travelling bore or an incipient

breaking wave approaching the wall may characterize the sloshing flow inside the tank (4). These events, localized in

space and time, may compromise the integrity of the structure when the time scales of the impacts are comparable to the

highest natural vibration period of the structure. In this case hydroelasticity matters, as testified in previous experimental

studies (5), (6) focused on the evolution of the flip-through event and an hybrid numerical-experimental hydroelastic

model has been proposed to assess the relevance of hydroelasticity.

Here, an experimental investigation is presented to study the role of the hydroelasticity during the evolution of a slam-

ming event with air-entrapment. The strain distribution along a deformable aluminum plate inserted in a rigid vertical

wall of a sloshing tank has been measured to characterize the features of the local loads. Depressurized conditions have

been realized to examine the relevance of the Euler and Cavitation numbers on the hydroelasticity of the deformable wall.

The same setup used in (5), (6) has been applied in the present experiments. A 2D plexiglas tank (LxHxB = 1 m x

1 m x 0.1 m) reinforced with steel and aluminum structure has been used to allow tests in depressurized conditions (see

fig. 1). A filling depth h/L = 0.122 has been considered. An elastic aluminum plate, whose lowest natural wet frequency

(in fully wet condition) has been Froude-scaled with respect to that of the typical panel used in a Mark III containment

system (4), has been inserted in an extremely rigid stainless steel wall. The plate, 9 cm high, 2, 5 mm thick and located

at 13 cm from the bottom of the tank, corresponds to a scale factor 30. It is clamped to the steel frame in correspondence

to the vertical ends, while the lateral boundaries are left free. In this way, assuming a two-dimensional evolution of the

hydrodynamic load, a double-clamped beam behaviour is realized. In depressurized conditions, in order to ensure the

same ullage pressure on the rear (looking outside the tank, i.e. in air) and on the front (looking inside the tank, i.e. in

water) side of the plate, an ad hoc small steel tank has been built (see bottom-left image on fig. 1) and fixed rigidly to

the main sloshing tank. The small tank has been connected to the same vacuum pump used to realize the depressurized

conditions in the main tank; in this way, ullage pressure has been decreased from atmospheric pressure down to 25 mbar.

Finally, the hexapod system ’MISTRAL’ (made by Symetrie) forced a pure sway sinusoidal motion of the tank. The

measurement setup for the hydroelastic investigation was composed by two differential pressure probes along the rigid

vertical wall below the elastic plate and five strain gauges along the deformable aluminum plate (see top panel on figure 1).

Preliminarily, aiming to determine the dynamic response of the strain gauges, two miniaturized accelerometers have been

mounted next to two strain gauges and the corresponding signals have been compared.

A second setup is used to ensure the repeatability of the flow conditions in the fully rigid case (no hydroelastic case).

To the aim, the thin elastic plate is substituted with a rigid aluminum plate 20 mm thick. An accelerometer is put on the

vertical rigid wall to check its rigidity as well as the global motion of the tank. Five differential pressure transducers were

mounted along the rigid plate at the same positions of the strain gauges in the elastic case. The signals of the transducers

were recorded through an acquisition system with a sample rate of 50 kHz. During the tests, visualizations of the local

flow during the evolution of the phenomenon were performed through a high-speed digital video camera (with sample

rate of 5 kHz), while a global view of the sloshing flow was recorded through two slow digital cameras (with a sample rate
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Figure 1:

Experimental set-up for the sloshing-tank experiments. Top-left panel: enlarged view of the rear part of the elastic plate

with the strain gauges (top panel). Bottom-left panel: enlarged view of the small tank used to ensure the depressurized

conditions on the external part of the elastic plate.

of 100 Hz). A common reference signal was used to synchronize the images with the analog signals of the transducers.

Finally, an absolute pressure transducer measured the ullage pressure inside the tank.

Some preliminary results. The same impact scenario, that is a wave impact with air entrapped at the wall, is re-

alized experimentally imposing a sinusoidal motion of the tank with period equal to 1.6 s. Three different sizes of the

entrapped air-cavity, large (case a)), medium (case b)) and small (case c)), are investigated by changing the amplitude of

the sinusoidal motion, i.e. 65 mm, 63 mm and 61.5 mm, respectively. The influence of the Euler number, i.e. of the ullage

pressure inside the tank, has been investigated. In the following, some preliminary results will be discussed, postponing

to the Workshop the complete analysis of the investigation.

Figures 2, 3 and 4 show the time history of the strain measured by the gauge placed in the centre of the elastic

plate, for the large, medium and small air-cavity case, respectively. Each figure from left to right reports three different

panels corresponding to three different values of the ullage pressure: 100 mbar, 400 mbar and 800 mbar, respectively.

According to the study performed in (3) for a fully rigid tank, the oscillation frequency of the air-cavity depends on the

Euler number, increasing with the ullage pressure of the tank. However, when an elastic plate is considered, the structural

natural frequency may be excited as well. The last event depends on the time rise of the first peak of the hydrodynamic

load. Of course, when the frequency of the bubble is close to the natural structural frequency, a resonance phenomenon

is expected. Although a really small air-cavity has been obtained for the case c), its highest frequency of oscillation

(occurring at atmospheric pressure) is still slightly smaller than the lowest natural frequency of the structure.

In correspondence of the lowest ullage pressure (see left panel of each figure), the two frequencies, i.e. that of the

bubble and the lowest natural frequency of the structure, are expected to be quite far from each other. Indeed, the first

one decreases with the Euler number, while the second one, though dependent on the wetted length of the deformable

plate is practically Euler number independent (neglecting the small variation induced by the different wetted length due

to the different size of the cavity with the Euler number). This mechanism justifies the strain time history observed on the

left panel of the figures 2-3-4. More in detail, the time rise of the first peak is able to excite the hydroelastic behavior of

the elastic plate, as highlighted by the vibration (around 1 kHz) occurring during the first 6 ms. However, for the case a)

the larger time rise characterizing the first peak (about 2 ms) is not enough to excite a relevant hydroelastic phenomenon.

Further, as expected for the lowest ullage pressure case, the hydroelastic frequency is much larger than the oscillation

frequency of the air-cavity; this means that during the first oscillation of the bubble (i.e. 12 ms, 9 ms and 6 ms for the

case a, b and c, respectively) the hydroelastic vibrations are completely damped out. When increasing the ullage pressure
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(see middle and right panels of figures 2-3-4), the oscillation frequency of the air-cavity increases, approaching the lowest

natural frequency. This phenomenon causes a different behavior for the case a), b) and c): while the maxima and minima

of the strains are almost the same of the large bubble case, they vary consistently (but for the first peak) for the medium

and small bubble cases. A possible reason of this behavior could be the interaction between the vibration of the structure

and the oscillation of the bubble. However, at the moment it is premature to draw any definitive conclusion. Note, finally,

that for each of the three cases considered, the value of the first peak of the strain remains almost unchanged with the

Euler number. This suggests that this peak is not dominated by the compressibility of the air-cavity.
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Figure 2: Case a. Large air-cavity entrapped. From left to right: time history of the strain measured at the centre of the

elastic plate, for three different values of the ullage pressure (100 mbar, 400 mbar and 800 mbar, respectively).
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Figure 3: Case b. Medium air-cavity entrapped. From left to right: time history of the strain measured at the centre of the

elastic plate, for three different values of the ullage pressure (100 mbar, 400 mbar and 800 mbar, respectively).
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Figure 4: Case c. Small air-cavity entrapped. From left to right: time history of the strain measured at the centre of the

elastic plate, for three different values of the ullage pressure (100 mbar, 400 mbar and 800 mbar, respectively).
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1. Introduction  
The energy reduction at the transportation on the 
water is an actual problem. The searching for vessel 
shapes with minimal and zero wave resistance is an 
important part of them. It is possible to search of 
shapes of zero wave resistance at least by two ways. 
The first is a modification of the body shape so that 
the wave resistance is minimal. The other method is 
based on a bijection of shape and pressure 
distribution that is generated. It is the searching of 
pressure distribution which gives the optimal shape. 
The first method can be called a direct, the second - 
an inverse. It is possible to search for optimal shape 
by combination of these methods. The shapes of 
zero wave resistance are considered by inverse 
method for several types of pressure distribution in 
[1]. In the present work the inverse method on a base 
of generalized functions technique is developed and 
some theoretical aspects of this approach are 
examined.   The relation with trapped modes is 
considered. 
 
2. Conditions for existence of the shapes with zero 
wave resistance 
We consider the motion of a body with constant 
speed 0V  on a surface of ideal and incompressible 
liquid in assumptions of the linear theory of waves. 
The coordinate system is associated to the body and 
the x  axis is directed against the velocity of the 
inverse flow. The fluid motion is irrotational and the 
potential tyXxV ,,0  exists, where  is the 

potential of disturbance velocity, 1RxX  in 2D-

theory and 2, RzxX  in 3D-theory, y  is the 
vertical axis, t  is a time. The free surface shape is 
described by the function tXy , , 

tSRX n \ , 2,1n , tS  is the projection on nR  
of a point set of free surface and body surface 
intersection..We consider the shapes, which we can 
describe by an unique function   tXfy , , 

tSX  to simplify the analysis.  
The problem is formulated as unsteady in order to 
avoid the analysis of diffraction conditions on 
infinity. The required steady solution with correct 
conditions on infinity is easier obtained by limiting 
process at t .  In addition, at 00V  it is the 
problem about a floating body on a wave surface. In 

this case, the steady problem will be the problem of 
steady oscillations under wave action and a 
searching for body shape which does not make 
resistance to a breaking wave.  
The boundary conditions on the border of fluid and 
solid body t  include the Bernoulli integral   

tyXptXgfN ,,,2/2 ,      (1) 
and kinematic condition 

tXNftXfy ,, , tSX ,      (2) 

where 
x

V
t

N 0
,  0,,

,,
ptyXp

tyXp a  

is a relative pressure in the fluid, 0p  is an absolute 
pressure on the free surface,  is the density of 
fluid. The conditions on a free surface are the same 
but linearized and with zero pressure: 

tSRXytXgN n \,0,, ,   (3) 

tSRXytXN
y

n \,0,, ,   (4) 

If the depth of fluid is h , then  

0
y

, hy .   (5) 

For infinity depth   
0 , y .   (6) 

The Initial conditions are 

yXyX ,0,, 0 , yXyX
t

,0,, 1 , (7) 

where 0  and 1  are known functions.  
For unique calculation of wave resistance the body 
mass and its distribution of body volume or the total 
mass and the center of mass position must be set.  
If the relations (1) and (2) have the nonlinear terms, 
the numerical solution is only possible. It is obvious 
that it is useful to have all possible solutions of 
simpler problems to better understand the problem, 
to create a theoretical basis and benchmarks for the 
full nonlinear theory. For this purpose we consider 
the case when the conditions (1) and (2) are 
linearized. It is can be valid for weakly submerged 
hulls or for motion with a relatively high speed, 
when the immersion is reduced due to the dynamic 
overpressure. 
The boundary conditions (1)—(2) on the solid 
boundaries after linearization and conditions on the 
free surface (3)—(4) can be combined, if we 
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introduce a function of the pressure distribution 
tXp ,  on the entire plane 0y , which determines 

the pressure on the body at tSX  and is zero at 
the free surface. We will describe the form of fluid 
boundary by single function tX ,  also, and 

tXftX ,,  for tSX . 
The new problem can be written as 

02 , 0yh ,   (8) 

tXptXgfN ,, ,  0y , (9) 

tXN
y

, , 0y .   (10) 

We use the Fourier transform to analyze the 
problems (8)—(10) and (5)—(7).  
First, we continue the function  on the whole 

space 1nR . We set 0,, tyX  for  0y  and 

thyXtyX ,2,,,  for hy .  
As a result, the function  is defined on the whole 
space and it is continuous with their derivatives at 

hy  and it is discontinuous with their derivatives 
at  0y  and hy 2 . Then we introduce the 
generalized functions , p  and  generated by a 
classical, over the space of tempered test functions 
[2]. In this case, the generalized Fourier transforms 
of these functions exist in the same space. 
The generalized function  obeys the equation 

hyytX 2,0,2    

hyytX
y

2,0, ,  (11) 

where y  and  y  are delta function and its 
derivative. We designate the generalized Fourier 

transform of function  in nR  on X  as ty,, , 

where ,  in 2R  and  in 1R . We 
designate also the Fourier transforms of  p  and  

as tP ,  and tH , .  We obtain  

tHN
h

hy
ty ,

sinh

cosh
,,  (12) 

and relation between tP ,  and tH ,   

tPtHgN ,,
1 2 , (13) 

by applying the Fourier transform to (11) and the 
method of fundamental solutions, and taking into 

account (9) and (10). There are 22  in 

2R  and  in 1R , 0Vi
t

N , and 

htanh .  At h  we have  

and /,,, tHNety y .  

The general solution of (13) with initial conditions is  

t
tVi dtDePtH

0

,,, 0   

tVietG 0,0 , (14) 

where gtgtD /sin, , 

tDHtDNHtG ,,, 100 , 

and the functions 0H  and 1H  are Fourier 

transforms of functions 0,0  and 

0,1 t
 which are obtained from initial 

conditions. The inverse Fourier transform of (14) in 
nR  gives the formula for determination of time-

dependent shape of the surface generated by the 
pressure tXp ,  at arbitrary time dependence.  
We obtain from (14) the formula for steady motion 
at a constant speed, assuming that the steady motion 
appears at larger times when there are no pressure 
perturbations, that is, when PtP , . For large 
t  the initial conditions can be set homogeneous and 
then    

t
ieP

g

i
tH 1

2
,   

 de i 2 ,  

where t  is the Heaviside function, 

gV01  and gV02 . 

At t , the integral here is the sum of the Fourier 
transforms of  Heaviside functions.  
As a result, tH ,  will not depend on the time, 

HtH ,  and we obtain  

QPH   (15) 
as in [4],  where  

gV
regQ

2
0

2
   

212 g

i
, 

and reg  indicates a regularization, and delta 

functions support on a 1n -dimension surfaces 

01  and 02 .   
The similar formulas for harmonic oscillations on 
the wave surface are obtained from (14) based on the 
assumptions that the pressure becomes harmonic 

under the action of an regular wave ikteH *
0  and 

iktePtP *, , where k  is the oscillation 

frequency, and *
0H  and *P  are amplitude 

functions. At t , we obtain in analogous, that   
ikteHtH *,  and 

 *
0

*** HQPH .       (16) 
The wave resistance is now  
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nR

w dXX
x

XptR .          (17) 

We can show that, since the function Xp  is square 

integrable and finite, and X
x

 is a sectionally 

continuous, then 

nn R
n

R

dHiPdXX
x

Xp
2

1
, (18)  

where the overbar means the complex conjugate.  
For the motion described by (15), we obtain 

nR

w dQiPR
2  

nR

dP
g 21

2

2
. 

The products with the delta functions which support 
by 1n -dimensional surfaces are calculated by 
decomposition formulas of generalized functions. 
 As a result, wR  will depend on the value of 2

P , 

calculated at fixed values of , giving the 
parameters of movement. The value of 2

P  

determines the wave amplitude at infinity and 
depends on Xp  and S . The minimization of wR  

will consist in searching for optimal Xp   and S . 
We have the analogous formulas in the case of 
harmonic oscillations in the wave surface.  
 
3. The simple samples 
We consider a simple example of 2D theory ( 1n ) 
of motion with speed 0V  at h [3]. 

Then  and gV02,1 , 

0
2

02,1 //2 VVg , and we have in 

nondimesional values 
22

APRx ,          (18) 

where 2
0/Vga , a  is a linear size,  

22
cs AAA , cs AA /tan , 

xdxxpAs sin ,  xdxxpAc cos . 

The conditions for mass and center of mass position 
are  

2
0

2Va
dxxp y , cxdxxxp ,  (19) 

where y  is the body weight, or displacement, and 

cx  is the center of mass axis, 3 / ga y . 

There is the most easily to make a zero amplitude in 
(18) for symmetrical distribution of pressure at 

0cx . 

The amplitude of the resulting wave at 
constpxp c  on ]1,1[  is 

sin
2cos

1

1
ccc pxdxpAA , and wave 

resistance is 2
2

2 sin
2 c

cw

p
AR . It is equal to 

zero at 
n

1 , ,...2,1n . Therefore, the length 

of the interval 2l  must satisfy the condition 
/2 nl , ,...2,1n .. Since the wavelength is 
/2L , then this condition is nLl . The length 

of the interval must be a multiple of the wavelength. 
We consider the constant pressure distribution on the 
two symmetrical identical segments b,1  and 

1,b  as a 

xbpxbpxp ;1,;,1 21 , 10 b  

where xdc ;,  is the characteristic function of 

interval which is 1 for dcx ,  and is zero for 

dcx , . It is ensue from (19) in the case of a 
symmetric distribution of pressure that must be 

b
pp

1221 , or 

xbxb
b

xp ;1,;,1
12

. 

The calculations show that at 2l  the value Ll / , 
giving 0wR , tends to 1 at 0b . It tends to 0.5 at 

1b .   Indeed, at 1b  we have 

11
2lim xxxp

ab

.  (20) 

In this case 0sA , and coscA . The wave 

resistance is zero at /2/11 n , 

,...2,1,0n  or  Lnl 2/12 , ,...2,1,0n  
The velocity potential for distribution (20) is  

yx,  

0

1sin1sin..
2

dxx
e

pv
y

 

 xe y coscos . (21) 
We consider also the harmonic oscillations on the 

wave iktextx *
00 Re, . Then 

00
*

0 2 BAH , 

 where 0A  and 0B  are complex constants that 

specify the wave amplitude, gak /2 . In this 
case 

*
* P

regH  

*
0

** HPPi  
and wave resistance is  
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*
0

*
0

* PBPAiR w . 

If the wave is incident on the left then 00B  and 
*

0
* PAiR w . 

Then the modulus of wave resistance  

RAPAR w
2

0
*

0
* , 

where 0
* / APR  is the reflection 

coefficient.   
We consider the pressure distribution  

11
2

Re * xx
p

xp c , 0Im * xp . 

In this case coscc pA . The reflection coefficient 
is zero at n2/ , ,...2,1,0n   
The velocity potential in this case is 

yx,*       

0

1cos1cos..
2

dxx
e

pv
p y

c  

 yxxepi y
c ,coscos *

0  .  (22) 
Other examples will be shown in the report. 
 
4. Relation with trapped modes 
The potentials (21) and (22) for the pairs of 
symmetric point pressure are there actually limits of 
potentials of symmetric pairs bodies when they 
degenerate into points. At zero wave resistance the 
potentials (21) and (22) do not contain the second 
terms. The first terms coincide up to a constant 
factor with potentials that are among the known 
examples of potentials of trapped modes [4, 5] at 

1a . 
Trapped modes are defined as modes on the surface 
of an ideal fluid with a finite energy that do not 
create waves on infinity, and therefore have zero 
wave resistance. In the examples these modes are 
generated by point sources located in a certain way. 
Pressure points which we have considered make 
sense combinations of point sources also and 
generate waves of finite energy, too. However, the 
trapped modes [4, 5] have another important 
characteristic. They are the solutions of the 
homogeneous boundary value problems for the 
differences of two potentials and illustrate the 
examples of non-uniqueness of solutions. 
The homogeneous condition on the free surface is 
also homogeneous in the original problem. In 
particular, for the problem of Neumann-Kelvin it has 
the form 

00,0,
2

2
2

0 x
y

gx
x

V . (23) 

This condition is also satisfied for the difference of 
potentials.  The homogeneous condition on the solid 

body is 0/ n . However, in the case of 
degeneracy of the rigid body to the point this 
condition makes no sense in the classical meaning. 
The contours of the streamlines covering the 
singularities, considered as the contours of bodies 
for constructing examples of trapped modes. The 
condition 0/ n  is satisfied on these contours 
due to the fact that they are free streamlines inside 
fluid and on which have no pressure drop. 
In general, it is possible to build such kind of 
trapped modes for a given contour or configuration 
of bodies by a selection of parameters and geometry 
of singularities. However any condition for n/  
does not make sense for the classical functions at 
points of non-smooth contact of body and fluid 
boundaries. We may notice that the condition (23) is 
satisfied on the boundary with zero pressure, and on 
the boundary with a nonzero constant pressure 
excepting the boundary points. This condition is also 
indefinite at the points of singularities location when 
they are distributed on the free surface. In all cases, 
the boundary conditions in the classical formulation 
of problems are satisfied everywhere except for a set 
of points of function discontinuities and their 
derivatives. The non-uniqueness of solutions of 
boundary value problems in the classical 
formulation may be a result of indefinite 
characteristics of singularities on these sets of breaks 
and their geometry. 
The use of generalized functions eliminates the 
problem of non differentiability of classical 
functions. The correct interpretation in generalized 
functions of the physical meaning of discontinuities 
of functions is needed for studying and resolving the 
problem of non-uniqueness of solutions of boundary 
value problems in the linear wave theory. 
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1 Introduction

Trapped modes are very special solutions to the
linear water wave problem in which a solution
with finite energy but no decay in time decay
exists (McIver, 1996). A near trapped mode
is a wave which has a very slow decay in time
(and correspondingly slow growth in distance)
and they may be thought of as corresponding
to slight perturbations of a trapping structure
geometry, although they occur in many differ-
ent situations (Evans & Porter, 1997; Meylan &
Eatock Taylor, 2009) and are a feature of multi-
ple scattering and resonance.

It is well known that strong connections exist
between the frequency and time domain solutions
and this connection is exploited in the Cummins
method (Cummins, 1962), which is the standard
solution method in the time-domain for deter-
mining body motions (it cannot be used to de-
termine the fluid motion). However, a more di-
rect connection between the frequency and time
domain solution can be derived using the gener-
alized eigenfunction method (Fitzgerald & Mey-
lan, 2011). The singularity expansionmethod is a
method for approximating time dependent wave
problems by a deformation of the contour of in-
tegration which appears in the inverse Laplace
transform (Hazard & Loret, 2007).

2 Mathematical Formulation

Positions are described in Cartesian coordinates
x = (x, z) with z being directed vertically up-
wards. The fluid is two-dimensional with do-
main Ω of constant finite depth h−1 for x < −l

and h1 for x > l. The sea bed is positioned at
z = −h(x), the free-surface is at z = 0, and the
domain extends to infinity in the horizontal di-
rections. The linearized boundary conditions can
be adopted. The time-dependent motions are de-

scribed by the velocity potential Φ(x, t) which
satisfies

ΔΦ(x, t) = 0, x ∈ Ω, (1a)

∂nΦ = 0, x ∈ ∂ΩB, (1b)

∂nΦ = 0, z = −h(x), (1c)

where ∂n is the outward normal, ∂ΩB is the wet-
ted body surface and z = h(x) is the sea floor.
On the free-surface ∂ΩF

∂zΦ = ∂tζ, x ∈ ∂ΩF , (1d)

∂tΦ = −ζ, x ∈ ∂ΩF , (1e)

where ζ is the free surface displacement. These
equations have been non-dimensionalized. An
initial disturbance on the free-surface is given by

ζ(x, 0) = ζ0(x)|t=0
, x ∈ ∂ΩF . (2)

We assume that Φ(x, 0) = 0. A finite energy
condition must also be satisfied.

2.1 Frequency-domain solution

Given that the motions are assumed harmonic
for all time we can write Φ = Re {φe−iωt

} and
ζ = Re {ξe−iωt

} so that equations (1a-1e) become

Δφ = 0, x ∈ Ω, (3a)

∂nφ = 0, x ∈ ∂ΩB, (3b)

∂nφ = 0, z = −h(x), (3c)

−iωξ = ∂zφ, x ∈ ∂ΩF , (3d)

iωφ = ξ, x ∈ ∂ΩF . (3e)

In the frequency domain, the initial conditions
given by equations (2) are replaced by conditions
at infinity. We assume a wave of the form

φ
I

κ
(x, kκ) = e−iκkκx

cosh kκ(z − hκ)

cosh kκhκ

, (4)

is incident from negative infinity (κ = −1) or
incident from positive infinite (κ = 1) where
kκ is the wavenumber given by the positive
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real solution to the dispersion equation ω
2 =

kκ tanh kκhκ. We decompose the total potential
as the sum of an incident and scattered wave po-
tential

φκ(x, kκ) = φ
I

κ
(x, kκ) + φ

S

κ
(x, kκ), (5)

where the scattering potential φS

κ
must satisfy the

radiation condition .

3 Solutions of the time-dependent
problem.

We define the Dirichlet to Neumann operator
∂nG by

∂nGψ = ∂nΦ|z=0
, x ∈ ∂ΩF , (6)

where Φ is the solution to

ΔΦ = 0, x ∈ Ω, (7a)

∂nΦ = 0, x ∈ ∂ΩB, (7b)

∂nΦ = 0, z = −h(x), (7c)

Φ = ψ, z = 0, x ∈ ∂ΩF . (7d)

Therefore, equations (1a-1e) can be written as

∂
2

t
ζ + ∂nGζ = 0. (8)

3.1 Generalized eigenfunction expansion
method

The generalized eigenfunction method (GEM)
presented here is a slightmodification of that pre-
sented in Meylan (2009) to allow for non-constant
depth and to include the possibility of a trapped
mode. The evolution operator ∂nG is self-adjoint
in the Hilbert space given by the following inner
product

〈ζ, η〉H =

ˆ
∂ΩF

ζη
∗ dx, (9)

where ∗ denotes complex conjugate. The eigen-
functions of ∂nG satisfy

∂nGψ = ω
2
ψ. (10)

Equation (10) is nothing more than equations
(3). We define the eigenfunctions by restrict-
ing the frequency domain solution for an incident
wave to the free surface, i.e.,

ψκ(x, k) = φκ(x, kκ)|x∈ΩF
. (11)

It is possible for there to exist point spectra
for this operator which correspond to the exis-
tence of a trapped mode. In this case

∂nGψp = ω
2

p
ψ, (12)

but

〈ψp, ψp〉H
< ∞. (13)

The GEM allows us to calculate the time-
dependent solutions using these eigenfunctions as
follows

ζ(x, t) = Re
{ ˆ ∞

0

∑
κ∈{−1,1}

〈ζ0(x), ψκ(x, k)〉H

× ψκ(x, k)
dk

dω

∣∣∣∣
h=hκ

e
−iωt dω

}

+ Re

{∑
p∈Λ

〈ζ0(x), ψp(x)〉H
〈ψp(x), ψp(x)〉H

ψp(x)e
−iωpt

}
, (14)

where Λ is the set of trapped mode points (which
is the empty set in the case no trapped waves are
present).

3.2 Fourier/Laplace transform solution of
time-domain equations

The Fourier/Laplace transform and its inverse is
given by

f̂(σ) =

ˆ ∞

0

f(t)eiσt dt, f(t) =
1

2π

$ ∞

−∞

f̂(σ)e−iσt
dσ,

where the integration is taken above any poles on
the real axis (which correspond to trapped modes
in our case). The Fourier/Laplace transform of
equation (8) and the initial condition (2) gives

−σ
2
ζ̂ + ∂nGζ̂ = −iσζ0. (15)

The solution for the displacement is given by

ζ(x, t) =
1

2π

$ ∞

−∞

−

(
∂nG− σ

2
)−1

iσζ0e
−iσt dσ

= Re

{
1

π

$ ∞

0

−

(
∂nG− σ

2
)−1

iσζ0e
−iσt dσ

}
.

(16)
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3.3 Singularity expansion method

The singularity expansion method (SEM) is
based on deforming the contour of integration
and writing the integral (16) as a sum over the
poles and ignoring the contribution from branch
cuts or the integral at infinity. The poles are the
solutions to

(
∂nG− σ

2
)
χp = 0, (17)

where we do not restrict χp to have finite energy
and we consider complex σ. We also define the
mode associated with the adjoint operator, χ̄p, as

(
∂nG− σ

2
)∗

χ̄p = 0, (18)

where the star denotes the adjoint operator. If we
approximate the solution to equation (16) by the
contribution from the only the poles we obtain

ζ(x, t) ≈

Re

{∑
p

〈−2σpζ0(x), χ̄p(x)〉H

〈(∂nG− σ2)′ χp, χ̄p〉H

χpe
−iωpt

}
. (19)

4 Numerical solution

We describe here a numerical method which al-
lows us to solve for the the Fourier/Laplace solu-
tion even for complex frequency values and which
we can use to calculate the SEM solution. We
use a boundary element method combined with
a matched vertical eigenfunction expansion. A
finite domain Ω̄ is defined by restricting Ω to
|x| < l. We discretize the boundary of Ω with a
set of constant panels. Outside of the domain Ω̄,
Ω consists of two semi-infinite domains contain-
ing no bodies where the fluid depth is constant
where the solution can be found by an eigenfunc-
tion expansion. Themethod is described in detail
in Wang & Meylan (2002) and is similar to the
modified finite element method used in Hazard &
Lenoir (1993).

The constant panel boundary element
method gives the matrix equation

1

2
φ = Hnφ−Hφn, (20)

where φ (φn) is the vector of potential (deriva-
tive) values on the boundary panels and H (Hn)
is thematrix corresponding to the Green function
(normal derivative of the Green function).

To solve equation (20) we need to find a rela-
tionship between the normal derivative and the
potential on the boundary. The boundary is di-
vided into four regions. ∂Ω1 is the body and sea
floor, ∂Ω2 is the free surface, ∂Ω3 is the left hand
vertical boundary, and ∂Ω4 is the right hand ver-
tical boundary.

The boundary condition on ∂Ω3 and ∂Ω4 is
the most complicated as it depends non-trivially
on the frequency. We use an integral relation to
expresses the normal outward derivative in terms
of an expansion in the vertical eigenfunctions,

∂nφ = Q
−1φ, on ∂Ω3. (21)

where Q
−1 is given in Wang & Meylan (2002).

We apply a similar derivation on the boundary
∂Ω4. The normal derivatives can be expressed in
terms of the potential on all four boundaries,

∂nφ = 0, on ∂Ω1, (22a)

∂nφ = σ
2φ, on ∂Ω2, (22b)

∂nφ = Q
−1φ, on ∂Ω3, (22c)

∂nφ = Q1φ, on ∂Ω4. (22d)

We write this condition as

φn = A(σ)φ, (23)

where we explicitly included the dependence of
A on the parameter σ.

For the case of the Fourier/Laplace transform
solution we have(

1

2
−Hn +HA

)
φ = Hf

0
, (24)

where f
0
= 0 on ∂Ωi except

f
0
= ζ0, on ∂Ω2. (25)

We locate the poles and vector χp by search-
ing for the values σp for which(

1

2
−Hnφ+HA(σp)

)
χp = 0, (26)

and we define the adjoint vector χ̄p by(
1

2
−Hn +HA(σp)

)∗

χ̄p. (27)

We can then express the SEM numerically using
our matrix approximation of the operator as

ζ(x, t) ≈

Re

{∑
p

〈 2σpf 0
, χ̄p(x)〉χp(x)

〈

{
H

(
1

2
−Hn +HA

)}′
χp, χ̄p〉

e−iωpt

}
,

(28)
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where the inner product is the standard inner
product for vectors. Note that by χp we mean
the vector defined on the boundary of Ω̄ while χp

is the value restricted to the surface, and defined
outside the region Ω̄ if needed. We require the re-
gion |x| < l to enclose the initial condition. The
derivative of the matrix is calculated numerically.

5 Results

We consider an initial surface displacement of the
form

ζ0(x) = e−20(x−0.2)2

. (29)

The exact solution is given by the solid line and is
calculated using the GEM (equation (14)). The
SEM solution (calculated using equation (28)) is
given by the dashed line.

Figure 1 shows the exact and SEM solution
for the case of two semi-circular fixed bodies with
radius 0.1 centered at (±1, 0). The fluid depth is
constant h = 1 and is not plotted but the circular
bodies are plotted for illustration. Sixteen poles
were used in the SEM approximation.

6 Summary

We have shown that the phenomena of trapping
and near trapping in the time domain can be con-
nected via the formula derived using the SEM.

We have derived a practical method to imple-
ment the SEM and implemented it numerically.
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bodies are plotted for illustration.
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INTRODUCTION

Regular waves propagating in a two-dimensional waterway can be
absorbed perfectly by a single floating body which oscillate in two modes
of motion such as a couple of heave and sway motions or heave and
roll motions. It is naturally required the symmetrical and asymmetrical
motions for the perfect wave absorption.

In a specific situation we can absorb waves perfectly by either motion
only of the floating body. For an instance, the floating body placed at the
end of the experimental towing tank without gaps between the floating
body and the tank wall enables it by the heave motion only. That is the
result of canceling another mode because of the symmetrical condition
of the free surface at the end of the tank. The wave tank having wave-
makers and active wave absorbers is generally designed based on this
principle. However, the situation of the experiment and the experimental
tank make it difficult to place the wave-makers and absorbers at the end
of the tank. For the multiple application of the experimental tank, it is
desired to place the wave-makers and absorbers at an arbitrary place and
time.

Symmetrical and asymmetrical motions of the floating body pro-
vide symmetrical and asymmetrical waves propagating from the floating
body. This wave condition can be generated by heave motion only of two
floating bodies. The mechanism of the wave-maker allowing only heave
motion is simpler and more practical than that of two modes of motion.

This paper addresses the problem of the wave absorption by the twin
floating bodies with the external dynamics system. In the beginning,
the wave condition for the perfect wave absorption by the twin floating
bodies is described and formulated based on the theory of the mutual
interaction of waves. As a solution of these formulae, the characteristics
of the external dynamics system attached on the wedge-shaped floating
body and block-shaped floating body are obtained. These results give us
the possibility and problem of wave absorption of this system.

WAVE CONDITION FOR PERFECT ABSORPTION

The arrangement of the twin floating bodies is shown in Fig. 1. The
geometry of floating bodies is symmetric and each body has geometry.
The heave motion is allowed only for these floating bodies. The external
dynamics system attached on the floating body is modeled with a spring
and a dash pot. Changing the restoring and damping factors of a spring
and a dash pot depending on a wave period, this system enables to absorb
incident waves perfectly. In a real system a spring and a dash pot are
replaced with a mechanical actuator controlled by the displacement and
velocity of the motion of the floating body. The wave and wave force
acting on the floating body assume to be obtained by the linear potential
theory.

Let s, d±j and r±j denote the complex amplitude of incident waves,
diffraction waves and radiation waves. The incident waves is naturally

Fig. 1 Definition of waves and coordinate system.

expressed as

ζa(x, t) = Re
[
sei(kx+ωt)

]
.

Where k is a wave number and ω is an angular frequency of waves.
The incident wave coming from a far field into the floating body 1 is

completely absorbed in a steady condition, then the complex amplitude
of waves in the region I and III is described as

d+1 + r+1 + L(d+2 + r+2 ) = 0, (1)

d−2 + r−2 + L(d−1 + r−1 ) + Ls = 0. (2)

Where, L denotes the transfer function of the waves progressing the dis-
tance �.

L = e−ik�.

Relation of the mutual interaction regarding the diffraction waves is de-
scribed as

d+1 = iH−14L(d+2 + r+2 ) + iH+14 s, (3)

d−1 = iH+14L(d+2 + r+2 ) + iH−14 s, (4)

d+2 = iH+24L(d−1 + r−1 + s), (5)

d−2 = iH−24L(d−1 + r−1 + s). (6)

Where, H±j4 is the Kochin function of diffraction waves, H+j4 indicates the
progressive wave from the floating body j toward the counter direction
as the incident wave and H−j4 indicates the progressive wave from the
floating body j toward the same direction as the incident wave.

Regarding the radiation waves, due to the symmetrical geometry of
the floating body, we can obtain r+1 = r−1 = r1 and r+2 = r−2 = r2 . Then
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the solution of the simultaneous equations 1-6 are shown as

d+1 = W−1
[
sL2(R1 − T1)(R2 − T2)(R1 + Q1) − sR1

]
, (7)

d−1 = W−1
[
sL2(R1 − T1)(R2 − T2)(R1 + Q1) − sQ1

]
, (8)

d+2 = W−1 sLR2(R1 − T1), (9)

d−2 = W−1 sLQ2(R1 − T1), (10)

r1 = W−1
[
−sL2(R1 − T1)(R2 − T2)(R1 + T1) + sR1

]
, (11)

r2 = W−1 sLT2(−R1 + T1). (12)

Where W, Rj, Qj, T j are defined as

W = L2(R1 − T1)(R2 − T2) − 1,

Rj = iH+j4,

Qj = iH−j4.

T j = 1 + Qj.

MOTION OF FLOATING BODY

Let M1 denote the total mass of the floating body and the external dy-
namics system. Let y1 denote the displacement of the heave motion. The
force acting on the floating body 1 consists of the mechanical force by
the external dynamics system and the hydrodynamic force. Concerning
the hydrodynamic force, we must take the exciting force induced by the
reflected waves from the floating body 2. The linear equation of motion
of the floating body 1 with respect to the angular frequency ω is given as

M1ÿ1 = −N1ẏ1 −C1y1 − a1ÿ1 − b1ẏ1 − c1y1

+Re
[
ρgH12L(d+2 + r+2 )eiωt

]
+ Re

[
ρgH12 seiωt

]
. (13)

Where, H12 is the Kochin function of the heave oscillation of the floating
body 1. The symbols of a1, b1 and c1 indicate the added mass, the wave
damping coefficient and the restoring coefficient respectively. The com-
plex amplitude of the heave oscillation expressed as Y1 and A1 is defined
as

A1 = −ω2(M1 + a1) + iω(N1 + b1) +C1 + c1, (14)

then, the equation 13 is represented as

A1Y1 = ρgH2
{
L(d+2 + r+2 ) + s

}
. (15)

The Kochin function gives the relation between r1 and Y1 as

r1 = −ikH12Y1.

Applying this relation to the equation 15, we obtain

A1 =
−ikρgH12

2

r1

{
L
(
d+2 + r+2

)
+ s
}
. (16)

In a similar way, the equation for the floating body 2 is provided as

A2 =
−ikρgH22

2

r2
L
(
d−1 + r−1 + s

)
. (17)

Where, H22 is the Kochin function of the heave oscillation of the floating
body 2.

CHARACTERISTICS OF EXTERNAL DYNAMICS SYS-
TEMS

The characteristics of the external dynamics system is determined by
substituting wave conditions for the equation of motion. Substituting

Eqs. 8, 9, 11 and 12 for Eqs. 16 and 17, we obtain A1 and A2 for the
perfect absorption. They are expressed as Ap1, Ap2;

Ap1 = ikρgH12
2 2L2(R1 − T1)(R2 − T2) − 1

L2(R1 − T1)(R2 − T2)(R1 + T1) − R1
, (18)

Ap2 = ikρgH22
2 1

T2
. (19)

Using the relations regarding the Kochin function:

Hj2 = H̄ j2(Rj + T j), (20)

bj = ρωHj2H̄ j2. (21)

and the dispersion relation of wave: ω2 = kg, we obtain

Ap1 = iωb1
2L2P − (R1 + T1)

L2P − R1
, (22)

Ap2 = iωb2

(
R2

T2
+ 1

)
. (23)

Where, H̄ j2 is a conjugate of Hj2 and

P = (R1 + T1)(R1 − T1)(R2 − T2).

The characteristics of the external dynamics system at this moment
are described as Cp j and Np j. They independently consist of the real and
imaginary part of Ap j as shown in Eq. 14. Therefore, comparing the
real and imaginary part of (22) and (23) gives the characteristics of the
external dynamics system.

Cp1 = Re
[
Ap1

]
+ ω2(M1 + a1) − c1 (24)

Np1 =
1
ω

Im
[
Ap1

]
− b1 (25)

Cp2 = iωb2
R2

T2
+ ω2(M2 + a2) − c2 (26)

Np2 = 0 (27)

Equations 26 and 27 are derived from the matter that Rj/T j is a pure
imaginary number. The wave power absorbed by each external dynamics
system is expressed by

Absorbed wave power =
1
2

Np jω
2
∣∣∣Yj

∣∣∣2.
The equation 27 naturally indicates that the external dynamics system
of the floating body 2 does not absorb wave energy. Actually the char-
acteristics expressed by Eq. 26 and 27 corresponds to the condition of
the external dynamics system of a single floating body which perfectly
reflects the incident waves. Namely, the wave energy is absorbed by the
external dynamics system of the floating body 1 only. Moreover, this
characteristics does not depend on the gap between the floating bodies.

Using a single symmetrical floating body with the external dynamics
system, we can absorb a half of wave energy at a maximum efficiency.
Then, the condition of the external dynamics system is well known as

C = ω2(M + a) − c, (28)

N = b. (29)

Equations 24-26 are regarded as the modified condition from Eqs. 28
and 29.

COMBINATION OF FLOATING BODY

The theoretical characteristics of the external dynamics system for the
perfect absorption of incident waves are shown in several cases regarding
the wedge-shaped and block-shape floating body and their combination.
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Fig. 2 Geometry of wedge-shaped floating bodies.
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Fig. 3 Restoring coefficients of the external dynamic sys-
tem of wedge-shaped floating bodies.
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Fig. 4 Damping coefficients of the external dynamic sys-
tem of wedge-shaped floating bodies.

The arrangement of the wedge-shaped floating body is shown in Fig.
2 and the theoretical characteristics of the external dynamics system are
shown in Figs. 3 and 4. These were calculated by Eq. 24-27 and the
Kochin functions were obtained by the boundary element method based
on the linear potential theory. The aspect ratio of the draft:d and the
breadth:B at the water line is d/B = 0.6. The gap between the floating
bodies is changed from �/(B/2) = 2.5 to 3.5. The nondimensional fre-
quency K(B/2) < 2 is appropriate for a real wave-maker and absorber
of an experimental tank/basin. The mass inside the external dynamics
system is disregarded in the calculation.

According to the motion of equation of the floating body, the total
restoring coefficient must be positive in a steady oscillation. Its condition
is provided as Cp j + c j > 0. Therefore, the restoring coefficient of the
external dynamics system must satisfy

Cp j > −c j. (30)

d

Floating body 1

Floating body 2

d/B=1.2

B

Fig. 5 Geometry of block-shaped floating bodies.

ρ

Fig. 6 Restoring coefficients of the external dynamic sys-
tem of block-shaped floating bodies.

ρω
 

Fig. 7 Damping coefficients of the external dynamic sys-
tem of block-shaped floating bodies.

However, this condition is not applicable to Cp2 in the wider range of
wave frequency more than K(B/2) > 0.5. The snap point of Cp1 depends
on Rj, T j and the gap between the floating bodies. In this point a steady
oscillation is not obtained due to the condition of Eq. 30 and the wave ab-
sorption is impossible due to Np1 = 0 as shown in Fig. 4. As a result, the
range of the wave frequency is quite restricted for the steady oscillation
of this system.

The arrangement of the block-shaped floating body is shown in Fig.
5 and the theoretical characteristics of the external dynamics system are
shown in Figs. 6 and 7. The restoring coefficients satisfy the condition
Eq. 30 in the wider range of wave frequency than that of the wedge-
shaped floating body as shown in Fig. 6. However, the damping coeffi-
cients are much less(not zero) in the range of K(B/2) > 0.5 as shown in
Fig. 7. This matter indicates that a large amplitude of the heave motion
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Fig. 8 Combination of wedge-shaped and block-shaped
floating bodies.

ρ

Fig. 9 Restoring coefficients of the external dynamic sys-
tem of the combination of wedge-shaped and block-
shaped floating bodies.

ρω
 

Fig. 10 Damping coefficients of the external dynamic sys-
tem of the combination of wedge-shaped and block-
shaped floating bodies.

of the floating body 1 appears for the wave energy absorption.

The combination of the wedge-shaped and block-shaped floating
body is shown in Fig. 8 and the theoretical characteristics of the ex-
ternal dynamics system are shown in Figs. 9 and 10. The displacements
of both floating bodies are same. The restoring coefficient Cp2 satisfies
the condition Eq. 30 in all range, however Cp1 is not acceptable for this
condition at the snap point. The snap points appear in the lower wave fre-
quency: 0.5 < K(B/2) < 0.7 than the combination of the wedge-shaped
and wedge-shaped floating bodies because the gap between the floating
bodies is relatively larger.

The combination of the block-shaped and block-shaped floating bod-

ies seems to be the best for wave absorption, however the efficiency of
wave generation of the block-shaped floating body is not higher. To ap-
ply the wedge-shaped floating body having the higher efficiency of wave
generation, we need to avoid the snap point of Cp1. The relation between
Rj, T j and the gap of the floating bodies must be investigated because the
snap point of Cp1 is determined by the denominator of Eq. 23.

CONCLUSIONS

The characteristics of the external dynamics system attached on the
twin floating bodies for the perfect wave absorption are shown theoreti-
cally with the mutual interaction theory of waves. The external dynamics
system is modeled by a linear spring and dash pot. As a result, the fol-
lowing knowledge is obtained.

• The external dynamics system of the floating body located at the
lee side for incident waves must reflect waves perfectly. The
damping coefficient of this external dynamics system must be
zero. All wave energy is consequently absorbed by the external
dynamics system located at the weather side.

• The total of the mechanical and hydrodynamic restoring coeffi-
cients must be more than zero for the steady oscillation of the
floating bodies. This condition is not satisfied in the wider wave
frequency for the system of the wedge-shaped and wedge-shaped
floating bodies. However, replacing the floating body by the
block-shaped one, we can satisfy this condition.

• This system is also expected to have the function of a wave-
maker, namely has to absorb and generate waves simultaneously.
Considering the efficiency of wave generation, the wedge-shaped
floating body is better at the weather side. The restoring coef-
ficient of the external dynamics system attached on the wedge-
shaped floating body snaps at a specific wave frequency. At this
frequency, the condition for the steady oscillation is not satisfied.
To apply the wedge-shaped floating body having the higher effi-
ciency of wave generation, we need to avoid this snap point.
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1. Introduction
Currents with speeds exceeding 1m/s are observed in the near shore regions in many parts of the world
and the mutual interaction between waves and the underlying currents alter the wave characteristics
significantly. There is negligible progress in the literature to deal with wave structure interaction
problems in the presence of current in time domain. Meylan et al. (2004) studied the wave interac-
tion with a finite floating elastic plate in time domain using Laplace transform and Green’s function
technique. In the present paper, a class of initial boundary value problems associated with the time
dependent flexural gravity wave maker problems are handled using Laplace transform method and
Green’s function technique in both the cases of finite and infinite water depths.

2. Mathematical formulation
In the present paper, the time dependent flexural gravity wavemaker problems are analyzed in two-
dimensional cartesian co-ordinate system in both the cases of finite and infinite water depths assuming
that a thin elastic plate of thickness d and density ρiis floating on the free surface of water. Assuming
that the fluid is inviscid, incompressible of constant density ρ occupies the region 0 < x < ∞, 0 < y < h
in case of finite depth, (0 < y < ∞ in case of infinite depth). Further, it is assumed that the fluid
motion is irrotational and there is a uniform current flowing with speed U along the direction of wave
propagation. Thus, the total velocity potential ⊕(x, y, t) is written as ⊕(x, y, t) = Ux+Φ(x, y, t) and
the plate deflection is denoted as η(x, t). Thus, the velocity potential Φ(x, y, t) satisfying the two
dimensional Laplace equation is given by

∇2Φ = 0, in the fluid region, (1)

along with the bottom boundary condition

∂yΦ = 0, on y = h, and Φ, |∇Φ| → 0, as y → ∞, (2)

in case of water of finite and infinite depths respectively. The linearized kinematic and dynamic
conditions on the plate covered surface are given by

∂tη + U∂xη = ∂yΦ, on y = 0. (3)

(D∂4

y −Q∂2

y + γ∂2

t + g)Φy = (∂t + U∂x)
2Φ, on y = 0, (4)

where ∂ with suffix indicates the partial derivative with D = EI/ρ, Q = N/ρ, γ = ρid/ρ, I =
d3/(12(1− ν2)), E is the Young’s modulus, N is the compressive force, ν is the poison’s ratio, and g
is the acceleration due to gravity.

3. Green’s function for flexural gravity waves
In this Section, the time dependent Green’s functions G(x, y;x0, y0, t) are derived for flexural gravity
wave problems in case of finite and infinite water depths assuming that a point source of strength
m(t) is located at (x0, y0) in the fluid domain. The Green’s function G(x, y;x0, y0, t) satisfy the two
dimensional Laplace equation as in Eq.(1) in the fluid domain except at (x0, y0), along with the
boundary conditions as in Eqs. (2)–(4). In addition, the Green’s function G(x, y;x0, y0, t) satisfies the
conditions

G ∼ m(t)ln r1, as r1 → 0, and G, |∇G| → 0, as r1 → ∞, (5)

with r1 =
√
(x− x0)2 + (y − y0)2. Further, the Green’s function G(x, y;x0, y0, t) satisfies the initial

conditions

G, ∂tG = 0, on y = 0, at t = 0. (6)
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In order to determine G(x, y;x0, y0, t) associated with the aforementioned initial boundary value prob-
lem, the problem is transformed to a boundary value problem by using the Laplace transform in
the time variable t. The transformed Green’s function Ḡ(x, y;x0, y0, p) satisfies the two dimensional
Laplace equation as in Eq. (1) in the fluid domain except at (x0, y0) along with the boundary condi-
tions (2) and

(D∂5

y −Q∂3

y + g∂3

y − p2 − U2∂2

x − 2Up∂x)Ḡ = 0 on y = 0, (7)

Finite water depth:
The transformed Green’s function Ḡ(x, y;x0, y0, p) satisfying the governing Eq. (1) along with the
boundary conditions (2) and (7) in case of finite water depth is given by

Ḡ = m̄(p)

[
ln

r1
r2

−
∫ ∞

0

{
2e−khg1(y, y0) cos k(x− x0)

k cosh kh
+

II∑
m=I

Ω2

hg2(y, y0)e
iεmk(x−x0)

{Ω2

h + (p+ iεmUk)2}g3(k)
}
dk

]
, (8)

where Ω2

h = (Dk4 −Qk2 + g)k tanh kh, r2 =
√
(x− x0)2 + (y + y0)2,

g1(y, y0) = sinh ky sinh ky0, g3(k) = k sinh kh cosh kh,

g2(y, y0) = cosh k(h− y) cosh k(h− y0),

}
, εm =

{
1, for m = I,

−1, for m = II.
(9)

Using the inverse Laplace transform and convolution theorem, Eq. (8) yields

G(x, y, x0, y0, t) = m(t)

{
ln

r1
r2
−2

∫ ∞

0

e−khg1(y, y0) cos k(x− x0)

k cosh kh
dk

}
.

− 2

∫ ∞

0

Ωhg2(y, y0)

g3(k)

{ ∫ t

0

m(τ) sinΩh(t− τ) cos k{(x− x0)− U(t− τ)}dτ
}
dk. (10)

Assuming that the motion is simple harmonic in time with angular frequency ω, the associated Green’s
function is written in the form G(x, y;x0, y0, t) = Re[G(x, y;x0, y0)e−iωt]. Thus, the spatial Green’s
function G(x, y;x0, y0) satisfy Eq. (1) along with the boundary conditions (2) and (7). Hence, substi-
tuting p2 = −ω2 and m̄(p) = 1/(2π), Eq. (8) yields

G =
1

2π

[
ln

r1
r2

−
∫ ∞

0

{
2e−khg1(y, y0) cos k(x− x0)

k cosh kh
+

II∑
m=I

Ω2

hg2(y, y0)e
iεmk(x−x0)

{Ω2

h − (ω + εmUk)2}g3(k)dk
}]

. (11)

Now, applying Cauchy residue theorem, G(x, y;x0, y0) is rewritten as

G =
II∑

m=I

[ II∑
n=0,I

δm,nM1(kn)fn(y)fn(y0)

L′(kn, εm)
eiεmkn(x−x0) +

∞∑
n=1

M1(kn)fn(y)fn(y0)

L′(kn, εm)
e−pn|x−x0|

]
, (12)

where M1(kn) = −iκn(Dk4n −Qk2n + g), fn(y) = cosh kn(h− y)/ cosh knh, with L(k, εm) = Ω2

h − (ω +
εmUk)2, δI,0 = δII,0 = δI,I = δII,II = 1, δI,II = δII,I = 0, κn = 1/2 for n = 0 and one otherwise.
The expansion formula in Eq. (12) reduces to the formula by Manam et al. (2006) in the absence of
current.
Infinite water depth:
Proceeding in a similar manner as in case of finite depth, the transformed Green’s function Ḡ(x, y;x0, y0, p)
in case of infinite water depth is obtained as

Ḡ(x, y;x0, y0, p) = m̄(p)

{
ln

r1
r2

−
II∑

m=I

∫ ∞

0

Ω2eiεmk(x−x0)−k(y+y0)

k{Ω2 + (p+ iεmUk)2}dk
}
. (13)

where Ω2 = (Dk4 − Qk2 + g)k. Using inverse Laplace transform and convolution theorem from Eq.
(13), the time dependent Green’s function G(x, y;x0, y0, t) is obtained as

G = m(t) ln
r1
r2

−
∫ ∞

0

∫ t

0

2Ωe−k(y+y0)

k
m(τ) sinΩ(t− τ) cos k{x− x0 − U(t− τ)}dτdk. (14)
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In case of simple harmonic motion proceeding in a similar manner as in case of finite water depth the
spatial Green’s function G(x, y;x0, y0) is obtained as

G(x, y;x0, y0) = 1

2π

[
ln

r1
r2

+

∫ ∞

0

e−ky

2

{
C+(k)eik(x−x0) + C−(k)e−ik(x−x0)

}
dk

]
, (15)

with C± = −Ω2e−ky0/[k{Ω2 − (ω ± Uk)2}]. Applying Cauchy residue theorem, the Green’s function
G(x, y;x0, y0) can be rewritten as

G =
II∑

m=I

II∑
n=0,I

δm,nM1(kn)e
−kn(y+y0)

F1(kn, εm)
eiεmkn(x−x0) −

∫ ∞

0

M(k, y)M(k, y0)

k�(k)
e−k(x−x0)dk, (16)

where F1(k, εm) = 5Dk4 − 3Qk2 + g − 2U(ω + Uεmk), M(k, y) = Ω2k cos ky − (ω + iUk)2 sin ky and
Δ(k) = Ω4k2+(ω+ iUk)4. It can be easily proved that the series as in Eq.(12) and integral in Eq.(15)
are absolutely convergent.

4. Flexural gravity wave-maker problem
In this Section, the Green’s function derived in the aforementioned subsection will be used to find
the expansion formulae for the velocity potentials associated with the flexural gravity wave maker
problems in time domain in the presence of current in both the cases of finite and infinite water
depths. Here, the velocity potential Φ(x, y, t) satisfies the governing Eq. (1), the initial conditions (6)
along with the boundary conditions in Eqs. (2)–(4). Assuming that a wave maker located at x = 0 is
oscillating with velocity U1(y, t). Thus, the boundary condition on the wave maker is given by

∂Φ

∂x
= U1(y, t) + U, on x = 0. (17)

In order to find the velocity potential Φ(x, y, t), the initial value problem is converted to a boundary
value problem in Φ̄(x, y, p) where Φ̄(x, y, p) is the Laplace transform of Φ(x, y, t). Then, Green’s
identity is applied to the boundary value problem associated with the transformed functions Φ̄(x, y, p)
and a suitable chosen Green’s function Ḡmod(x, y;x0, y0, p) defined by

Ḡmod(x, y;x0, y0, p) = Ḡ(x, y;x0, y0, p) + Ḡ(x, y;−x0, y0, p), (18)

where Ḡ(x, y;x0, y0, p) is the transformed Green’s function as in Eqs. (8) and (13) in cases of finite and
infinite water depths respectively. From Eq. (18), it is clear that Ḡmod

x (x, y;x0, y0, p) = 0. Applying
Green’s identity to the boundary value problem in Φ̄(x, y, p) and Ḡmod(x, y;x0, y0, p) and proceeding
in a similar manner as in Manam et al. (2006), the velocity potential Φ̄(x0, y0, p) is obtained as

Φ̄(x0, y0, p) = A(p)− 2

∫
R

{
Ū1(y, p) + (U/p)

}
Ḡ(0, y;x0, y0, p)dy, (19)

A(p) =

∫ ∞

0

[
2U2

p2

(
Φ̄xxḠy − ḠxxΦ̄y

)
− 4U

p

(
ḠxΦ̄y − Φ̄xḠy

)]
y=0

dx

− 2

p2

{
D

(
Φ̄yyyxḠy + ḠyyyΦ̄xy

)
−QΦ̄xyḠy

}
(x,y)=(0,0)

, (20)

where R varies from 0 to ∞ and 0 to h in the case of infinite and finite water depth respectively.
Taking the inverse Laplace transform of Eq. (19) and using convolution theorem the velocity potential
Φ(x0, y0, t) in case of finite water depth is obtained as

Φ(x0, y0, t) = L−1{A(p)} − 2

∫ h

0

∫ t

0

{U1(y, t− τ) + U}
[
m(τ)

{
ln

r1
r2

−2

∫ ∞

0

(e−khg1(y, y0) cos kx0
k cosh kh

− Ωhg2(y, y0)Fh(τ, x, x0)

g3(k)

)
dk

}]
dτdy. (21)
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Similarly, taking inverse Laplace transform of Eq. (19) and using convolution theorem the velocity
potential Φ(x0, y0, t) in case of infinite water depth is obtained as

Φ(x0, y0, t) = L−1[A(p)]−2

∫ ∞

0

∫ t

0

{U1(y, t−τ)+U}
{
m(τ) ln

r1
r2
−2

∫ ∞

0

Ωe−k(y+y0)F (τ, x, x0)dk

}
dτdy,

(22)
where

Fh(t, x, x0) =

∫ t

0

m(τ) sinΩh(t− τ) cos k[x− x0 − U(t− τ)]dτ, (23)

F (t, x, x0) =

∫ t

0

m(τ) sinΩ(t− τ) cos k[x− x0 − U(t− τ)]dτ. (24)

In particular, for p2 = −ω2 and m̄(p) = 1, from Eqs. (8) and (13), the spatial velocity potential
φ(x, y) associated with the time harmonic motion with angular frequency ω are derived as

φ(x, y) =
II∑

m=I

{ II∑
n=0,I

Am,n(kn)fn(y)e
iεmknx +

∞∑
n=1

Bm,n(kn)fn(y)e
−knx

}
, for finite depth,

(25)

φ(x, y) =
II∑

m=I

II∑
n=0,I

A1m,n(kn)e
−kny(y)eiεmknx +

∫ ∞

0

T̂ (k)M(k, y)e−kxdk

�(k)
, for infinite depth, (26)

where

Am,n(kn) =
2δm,nM1(kn)

L′(kn, εm)

[ ∫ h

0

{U1(y) + U/(iω)}fn(y)dy

−
∫ ∞

0

{
α(kn) + β(kn)

}
eiεmknxdx+

kn tanh knh

ω2
{Qβ1 −Dk2nβ1 −Dβ2}

]
,

A1m,n(kn) =
δm,nM1(kn)

F (kn, εm)

[ ∫ ∞

0

{U1(y) + U/(iω)}e−knydy

−
∫ ∞

0

{
α1(kn) + β1(kn)

}
eiεmknxdx+

kn
ω2

{Qβ1 −Dk2nβ1 −Dβ2}
]
,

T̂ (k) =

[
1

k

∫ ∞

0

{U1(y) + U/(iω)}M(k, y)dy +
(ω + Uik)2

ω2
{(Q−Dk2)β1 +Dβ2}

]

+
2iU

ω2

∫ ∞

0

{
(ω + Uk)2(iUβ4 − 2ωβ5)− Ω2kβ3(2ω + iUk)

}
e−kxdx,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(27)

with Bm,n(kn) = Am,n(ikn), β1 = φxy(0, 0), β2 = φyyyx(0, 0), β3 = φy(x, 0), β4 = φxx(x, 0), β5 =

φx(x, 0), β(k) =
U2k
ω2 {kβ3−β4 tanh kh}, α(k) = −2iUk

ω {iεmβ3+β5 tanh kh}, α1(kn) and β1(kn) can be
obtained by taking h → ∞. It is easy to check that in the absence of current the expansion formula
for time harmonic velocity potential as in Eqs. (25) and (26) is same as in Manam et al. (2006).
Particular cases with computational results associated with the initial value wavemaker problem will
be presented in the workshop.
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1 Introduction

In recent decades, there is a significant study on surface wave interaction with very large floating
structures for ocean space utilization. An interesting aspect of these class of problems is to
reduce the structural response of very large floating structures (VLFS). One of the approaches
for mitigating structural response of a very large floating structure under wave action is with
the help of a submerged flexible structures (see Wang et al. (2010)). Hassan et al. (2009)
analyzed the surface wave interaction with submerged flexible plates of finite and semi-infinite
length in two-dimensional as well as the three-dimensional problem involving a circular plate
by the matching method. In the present paper, Fourier type expansion formula for the velocity
potentials and associated orthogonal mode-coupling relations are derived in water of finite
depth to deal with wave interaction with floating flexible structures in the presence of submerged
flexible structures. The expansion formula are also derived in an alternatemanner using Green’s
function technique.

2 Expansion formula

Under the assumption of the linearized theory of water waves and small amplitude structural
response, the problem is considered in the two-dimensional Cartesian co-ordinate system with
x-axis being in the horizontal direction and y-axis in the vertically downward positive direction.
An infinitely extended thin elastic plate is floating at the mean free surface y = 0 in an infinitely
extended fluid and another infinitely extended submerged flexible plate is kept horizontally at
y = h in the fluid domain as in Figure 1. Assuming that the fluid is inviscid, incompressible and
irrotational and simple harmonic in time with angular frequency ω, the fluidmotion is described
by the velocity potentials Φj(x, y, t) = Re{φj(x, y)e

−iωt} with subscript j = 1 referring to the
fluid domain bounded by the floating and submerged plate and j = 2 referring to the fluid
domain bounded by the submerged plate and bottom bed. Further, it is assumed that the
deflection of the floating and submerged plates are of the forms ζj = Re{ζj(x)e−iωt)} with
j = 1 refers to the floating plate and j = 2 refers to the submerged plate. The spatial velocity
potential φj(x, y, t) satisfies the Laplace equation as given by

∇2φj = 0, in the respective fluid domain. (2.1)

The rigid bottom boundary conditions are given by

∂φ2

∂y
= 0 at y = H. (2.2)

The linearized kinematic condition on the submerged plate surface at y = h as given by

∂φ2

∂y

∣∣∣∣
y=h+

=
∂φ1

∂y

∣∣∣∣
y=h−

. (2.3)
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Assuming mpiω
2 << 1 (as in Schulkes et al. (1987)), the mean free surface at y = 0, φ1 satisfies

D1

∂5φ1

∂y5
−N1

∂3φ1

∂y3
+
∂φ1

∂y
+Kφ1 = 0 on y = 0, 0 < x <∞. (2.4)

On the submerged flexible plate at y = h, φ1 and φ2 satisfy

D2

∂5φ2

∂y5
−N2

∂3φ2

∂y3
+K(φ2 − φ1) = 0, for y = h, 0 < x <∞, (2.5)

where Di = EiIi/ρg, Ni = Qi/ρg and K = ω2/g. In addition, assuming that a vertical

y 0

y H

h

H h

y h

1y (x, t)

2y (x, t)

Floating elastic plate 

Submerged flexible plate y

x

Figure 1: Schematic diagram of floating and submerged flexible plates in water of finite depth

wavemaker oscillates with frequency ω and amplitude u(y) about its mean position on the
wavemaker at x = 0, the spatial velocity potential φ satisfies

∂φ

∂x
= u(y) on x = 0, (2.6)

for 0 < y < H except at y = h. Finally, the far field radiation condition is of the form given by

φ(x, y) =
II∑
n=I

Bngn(y)e
ipnx as x→ ∞, (2.7)

where pns are the progressive flexural gravity wave modes generated due to the interaction of
the surface gravity waves with the floating and the submerged flexible plates, gn(y) are the
vertical eigenfunctions and Bn are associated with the unknown wave amplitude at far field.

2.1 Fourier type expansion formula

Using eigenfunction expansion method, the velocity potential φ(x, y) satisfying Eq.(2.1) along
with the boundary conditions in Eqs.(2.2)-(2.5) in finite water depth is of the form

φ(x, y) =
∞∑

n=I,...,X,1

Bnψn(y)e
ipnx, for x > 0, (2.8)

with ψn(y) =

⎧⎪⎨
⎪⎩

{(D2p
4

n −N2p
2

n)pn tanh pn(H − h)−K}L1(ipn, y)

L1(ipn, h)
, for 0 < y < h,

−K cosh pn(H − y)/ cosh pn(H − h), for h < y < H,
(2.9)

andBns are the unknowns to be determined with L1(ipn, y) = iK{pn(D1p
4

n−N1p
2

n+1) cosh pny−
K sinh pny}. The eigenvalues pn, n = I, II, ..., IX,X in Eq.(2.8) in p satisfy the dispersion
relation

G(p) ≡ K − p(1 +D1p
4 −N1p

2)

μ
= 0, (2.10)
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with μ =
K{1 + coth ph coth p(H − h)} − (D2p

4 −N2p
2)p coth ph

K{coth ph+ coth p(H − h)} − p(D2p4 −N2p2)
. Keeping the realistic na-

ture of the physical problem, it is assumed that the dispersion relation in Eq.(2.10) has two
distinct positive real roots pn, n = I, II, eight complex roots pn, n = III, ..., X of the form
a ± ib and −c ± id and infinite number of purely imaginary roots pn, n = 1, 2, ... of the form
pn = iνn (which can be easily observed for specific problems through contour plots). The
bounded characteristics of the far field behavior of the velocity potential in Eq.(2.7) yields
BV II = ... = BX = 0 in Eq.(2.8). Further, it can be easily derived that the eigenfunctions ψns
satisfy the orthogonal mode-coupling relation given by

〈ψm, ψn〉 = 〈ψm, ψn〉1 + 〈ψm, ψn〉2 = Enδmn for all m = n = I, ..., V I, 1, 2, ...

with 〈ψm, ψn〉1 =
∫ h

0

Fm(y)Fn(y)dy − N1

K
ψ

′
m(0)ψ

′
n(0) +

D1

K
{ψ′

m(0)ψ
′′′
n (0) + ψ

′′′
m(0)ψ

′
n(0)},

〈ψm, ψn〉2 =
∫ H

h
ψm(y)ψn(y)dy − N2

K
ψ

′
m(h)ψ

′
n(h) +

D2

K
{ψ′

m(h)ψ
′′′
n (h) + ψ

′′′
m(h)ψ

′
n(h)},

En =
−D(ipn, h) sinh pnh[ψ

′
n(0)]

2G ′(pn)
2K2p2n

,

where D(ipn, h) = −{pn(D1p
4

n−N1p
2

n+1) sinh pnh−K cosh pnh}. The constants Bns are given
by

Bn =
〈u(y), ψn(y)〉

ipnEn

. (2.11)

Next, one of the important characteristics of the eigenfunctions ψn(y)s is mentioned without
proof as a Theorem next.
Theorem. The eigenfunctions ψn(y)s in Eq.(2.9) are linearly dependent.
Proceeding in a similar manner as in Mondal and Sahoo (2012), the above theorem can be
proved and details are deferred here.

2.2 Derivation of line source potentials

The symmetric wave source potential associated with surface gravity wave problemsG(x, y; x0, y0)
(which is also referred as the Green’s function) in the presence of floating and submerged elastic
plates satisfies Laplace equation in the fluid region except at the structural boundaries and at
the source point (x0, y0) along with the boundary conditions as in Eqs.(2.2)-(2.5). Near the
source point (x0, y0), the Green’s function behaves like

G ∼ 1

2π
ln(r) as r =

√
(x− x0)2 + (y − y0)2 → 0. (2.12)

Assuming the symmetric property of the fundamental wave source potential about x = x0,
condition (2.12) yields (as in Mohapatra et al. (2011))

∂G

∂x
= δ(y − y0)/2 on x = x0. (2.13)

Using the generalized identity
∫ ∞

0

δ(y − y0)F (y)dy =

{
F (y0) if y0 > 0,
F (y0)/2 if y0 = 0,

(2.14)

and the expansion formula as in the previous Section, the source potential G(x, y; x0, y0) is
obtained as

G(x, y; x0, y0) =
V I∑
n=I

Bnψn(y)e
ipn(x−x0) +

∞∑
n=1

Bnψn(y)e
−νn(x−x0) for x > x0, (2.15)
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where Bns are given by

Bn =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−δ1 sinh pn(H − h)L1(ipn; y0)

2pnEnKD(ipn, h)
for 0 ≤ y0 < h,

− sinh pn(H − h)L1(ipn;h)

2pnEn

− i cosh pn(H − h)

2pnEn

for y0 = h,

−iδ1 cosh pn(H − y0)

2pnEn

for h < y0 ≤ H,

and pn = iνn for n = 1, 2, 3, ... with δ1 = 1 for y0 ∈ (0, h) ∪ (h,H) and δ1 = 1/2 for y0 = 0, H
and pn, νn, ψn(y), L1(ipn; y0), Ens, D(ipn, h) being the same as in previous Section.

2.3 Expansion formula based on Green’s function technique

In this subsection, using the source potential G(x, y, x0, y0) derived in the previous subsection
and Green’s identity, the expansion formula for the flexural gravity wavemaker problem in the
presence of a horizontal flexible plate is derived. In this case, the spatial velocity potential
φ(x, y) satisfies the Laplace equation as in Eq.(2.1), along with the bottom boundary condition
as in Eqs.(2.2), the boundary conditions on the floating and submerged flexible plates as in
Eqs.(2.4) and (2.5). In order to derive an integral representation of the velocity potential in
terms of the Green’s function G(x, y; x0, y0) satisfying the condition on the wavemaker as in
Eq. (2.6), set

Gmod(x, y; x0, y0) = G(x, y; x0, y0) +G(−x, y; x0, y0), (2.16)

with zero normal velocity on the wavemaker, i.e., Gmod
x (0, y; x0, y0) = 0. Using Green’s identity,

the velocity potential φ(x0, y0) is obtained as

φ(x0, y0) = −
[
2

∫
�
G(0, y; x0, y0)u(y)dy +

2

K

[
D1{G1yyyφ1xy +G1yφ1xyyy} −N1G1yφ1xy

]
(x,y)=(0,0)

+
2

K

[
D2{G2yyyφ2xy +G2yφ2xyyy} −N2G2yφ2xy

]
(x,y)=(0,h)

]
. (2.17)

The Green’s function and velocity potential derived here can be used to deal with gravity wave
interaction with floating structure in the presence of submerged flexible structure of various
configurations in finite water depth. Expansion formulae for the same class of problems can
be derived in case of infinite water depth with suitable utilisation of mixed type of Fourier
transform as in Mondal and Sahoo (2012) and alternately using Green’s function technique as
discussed in case of finite water depth.
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1 Introduction

In the diffraction problem, where a fixed body
scatters the incident waves, ‘cloaking’ refers to the

condition where there is no scattering in the form
of radial outgoing waves. The possibility of cloak-

ing in the diffraction of water waves is of scientific
interest, since it is not obvious that this condition

can be achieved with a body of nonzero volume on
or near the free surface. Cloaking may also have

practical applications, such as reducing the mean
drift force.

Porter [1] and Newman [2] have considered the

possibility of cloaking a bottom-mounted circu-
lar cylinder, using an annular bed with variable
depth in both the radial and azimuthal directions.

Their computations show that near-zero values of
the scattered energy can be achieved by optimiz-

ing the bathymetry of the bed. Subsequently, in
response to a stimulating question at the last

Workshop [3], axisymmetric beds have been dis-
covered with equally small values of the scattered

energy [4]. This surprising discovery contradicts
the author’s conjecture in the reply to [3].

The use of variable bathymetry may be imprac-

tical, especially in deep water. Thus the present
work considers the possibility of cloaking a cir-
cular cylinder of finite draft in a fluid of infinite

depth. Two types of surrounding structures are
used to minimize the total scattered energy. The

first is an array of smaller cylinders which sur-
round the inner cylinder, as shown in Figure 1.

This configuration was suggested by the work of
Farhat et al [5]. The second type is an axisymmet-

ric ring (toroid) with the cross-section represented
by a Fourier series. In both cases it is shown that

the scattered energy can be reduced to very small
values by optimizing the dimensions and shape of
the surrounding bodies.

As in [2], the approach is based on minimizing

the scattered energy computed by WAMIT, using
multi-variate optimization to search for the appro-

priate values of the geometrical parameters. The
results are normalized based on unit values of the

incident-wave amplitude, fluid density, and draft
of the inner cylinder. The radius of the inner cylin-

der is 0.5 and the optimizations are performed
at the wavenumber K = 1. The scattered en-

ergy is computed from the Kochin function, which
represents the amplitude of the far-field radiating
waves, using equation 7 of [2].

Figure 1: Perspective view of the optimized struc-

ture with N = 64 outer cylinders.

2 Arrays of circular cylinders

N circular cylinders with radius r and draft d are
uniformly spaced around a circle of radius R0, con-

centric with the inner cylinder. The entire struc-
ture is fixed on the free surface. Five different

arrays are considered with N=(4,8,16,32,64), as
shown in Figure 2. The incident waves propagate

in the direction parallel to the horizontal axis in
Figure 2. Optimum values of the parameters r,

d and R0 are computed to minimize the energy.
Table 1 shows the values of these parameters with
the corresponding minima of the scattered en-

ergy E and ratio E/E0, where E0 is the scattered
energy of the inner cylinder by itself.
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Figure 2: Plan view of the arrays N=4,8,16,32,64.

Figure 3 shows the scattered energy for a range

of wavenumbers. The results for N ≥ 8 are
practically the same, with very small values at

K = 1 and substantially less energy in the range
0.7 < K < 1.2 compared to the inner cylinder

by itself. From momentum conservation it follows
that the mean drift force is small if the scattered

energy is small. This is confirmed in Figure 4.

Since E decreases as N increases, and the array

approximates an axisymmetric ring as N → ∞,
these results suggest the possibility of cloaking

with an axisymmetric structure and motivate the
alternative configuration in Section 3.

Figure 3: Scattered energy for the cylinder alone

(N = 0) and five optimized structures shown in
Figure 2.

Figure 4: Mean drift force on the cylinder and five

optimized structures.

N r d R0 E E/E0

4 0.2993 0.3434 2.2071 0.0214 0.2939

8 0.2933 0.4745 2.2031 0.0018 0.0253
16 0.1963 0.4785 2.1592 0.0014 0.0197

32 0.1309 0.4507 2.1003 0.0009 0.0125
64 0.0848 0.3606 2.0170 0.0005 0.0067

Table 1: Optimized parameters of the arrays.

3 Axisymmetric rings

In this configuration the surrounding structure is
a toroid with its cross-section defined by

R = R0+

[(N−1)/2]∑

m=1

Sm sin mψ+

[(N−2)/2]∑

m=1

Cm cosmψ,

z = −d cosψ.

Here (R, z) are cylindrical coordinates with R the
radius from the vertical z−axis, z = 0 the plane
of the free surface and z positive upward. The

parametric coordinate ψ varies between −π/2 on
the inner waterline and π/2 on the outer water-

line. The optimization parameters include R0, d,
and the Fourier coefficients Sm and Cm. In the

simplest case N = 3 only S1 is included and the
cross-section is elliptical, as shown in Figure 5.

The minimum values of the energy ratio E/E0

are shown in Figure 6 for N ≤ 16. It is evident

that ratios on the order of 10−4 represent the limit
of what can be achieved using the single-precision
code WAMIT. These values of the energy ratio

are substantially smaller than the corresponding
results in Section 2, providing numerical evidence
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Figure 5: Perspective view of the cylinder and
toroid with elliptical section (N=3). One quad-

rant is omitted to show the cross-section.

for the existence of axisymmetric cloaking struc-
tures. The optimized sections are shown in Figure

7. For N ≥ 12 these are practically identical. The
coefficients for N ≤ 8 are listed in Table 2.

Figure 8 shows the mean drift force for the
structure N = 16, including the separate compo-

nents acting on the cylinder and toroid. It is inter-
esting to note that both of these components have

zero-crossings at K = 1. Thus the occurrence of
near-zero mean drift force on the complete struc-

ture is not a consequence of cancellation between
the two components. This is explained below.

If the incident-wave potential is the product of
a real function and e−ikx, the symmetric and anti-

symmetric components of the scattered potential
satisfy Neumann boundary conditions on the body

where the normal derivatives are real and imagi-
nary, respectively. If there is no scattered energy

these potentials vanish at infinity faster than a
radiated wave, and satisfy homogeneous boundary
conditions on the free surface (and bottom). It fol-

lows that they are respectively real and imaginary
throughout the fluid domain, assuming unique-

ness. Thus there is no anti-symmetric component
of the second-order mean pressure, and no drift

force acting on sub-elements of the body which

N= 3 4 5 6 7 8
R0 1.926 1.656 1.654 1.481 1.466 1.450

d 0.241 0.245 0.258 0.253 0.252 0.259
S1 0.046 0.054 0.051 0.058 0.060 0.060

C1 -0.072 -0.074 -0.053 -0.056 -0.055
S2 -0.014 -0.022 -0.024 -0.016
C2 -0.039 -0.040 -0.036

S3 0.002 -0.002
C3 0.035

Table 2: Optimized parameters for toroids N ≤ 8.

Figure 6: Energy ratio for toroids.

are symmetrical about x = 0. This explains the
results for the separate components in Figure 8.

Figure 9 shows the scattered component of the
free-surface elevation at K = 1 along radial lines

at angles θ between zero and 90 degrees from the
x-axis. Only one quadrant is shown since the real

part is symmetric about x = 0 and the imagi-
nary part is anti-symmetric. There is substantial
angular variation of the elevation in the interior

domain between the cylinder and torus. In the
exterior domain outside the torus the elevation is

relatively small, and attenuates rapidly with in-
creasing radius as expected. The real part appears

to be nearly axisymmetric. The amplitude of the
scattered elevation for the cylinder alone is shown

for comparison in the left-hand plot of Figure 9.
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Figure 7: Cross-sections of the toroids. The sections N = 14, 15, 16 are superposed.

Figure 8: Total drift force on the configuration N=16 and separate components acting on the inner

cylinder and toroid. The dashed line is the force on the inner cylinder alone (N=0). The small zoom
figure on the right shows the zero-crossings of the components at K=1.

Figure 9: Real and imaginary parts of the free-surface elevation for the configuration N=16 at K=1,
plotted vs the radius R at θ = (0, 30, 60, 90) degrees from the x-axis. The waterline radii of the bodies

are indicated by vertical dashed lines. In the left-hand plot the line N=0 is the amplitude of the
elevation for the cylinder alone, at θ=0.
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INTRODUCTION 
The problem of waves propagating over a 
submerged obstacle has been widely investigated 
during the past decades. Higher bound and free 
harmonic waves are generated in the process of 
wave transformation above the submerged obstacle. 
As the important issues, the physics of harmonics 
generation and the nonlinear interaction among 
these harmonics were studied by many researchers, 
such as Grue (1992), Brossard and Chagdali (2001), 
Liu et al. (2009), Teng et al.(2010) and Ning et al. 
(2012). Actually, waves and currents generally 
coexist and their interactions play important roles 
in most of the ocean dynamic processes. Although 
numerous works on wave-current interactions, such 
as Thomas (1981), Zaman et al.(2008) and Yoon & 
Liu(1989), have been conducted, the analysis of 
current effects on the higher harmonics scattering 
by a submerged body is still relatively scarce.  
In this abstract, the monochromatic wave over a 
submerged obstacle in the presence of uniform 
current is investigated using a  fully nonlinear 
numerical scheme based on a 2D boundary element 
method (BEM). The phase-locked and free higher 
harmonic modes downstream the structure are 
decomposed by means of a two-point method, and 
their characteristics under the influence of current 
are further studied.  
 
NUMERICAL MODEL  
For wave overtopping a submerged obstacle in the 
presence of a uniform current as shown in Fig. 1, a 
2D Cartesian coordinate system oxz is defined with 
the origin o in the plane of the undisturbed free 
surface, x=0 is at the left end of the domain, z is 
positive upwards. Fluid is assumed to be ideal, so 
that the potential flow theory can be used inside the 
fluid domain . Due to the presence of uniform 
current U0, the total velocity potential can be 
described to consist of component related to the 

current xU0 and the rest part of potential (x, z, t). 
Both the total velocity potential and  satisfy the 
Laplace equation.  

  
Fig.1 Sketch of the problem 

On the instantaneous free surface, both the fully 
nonlinear kinematic and dynamic boundary 
conditions are satisfied and the mixed 
Eulerian-Lagrangian method is used to advance the 
time marching. On the bottom boundary, the rigid 
and impermeable condition is imposed. On the 
inflow boundary SI, the fluid motion is generated 
by prescribing the second-order Stokes wave 
velocity. Due to the current effect, the input 
velocity potential can be written as follows 

0

2
0 4
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3 cosh 2 ( )( ) sin 2( )
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       (1) 

where  is angular frequency, h is the static water 
depth, Ae is a parameter related to the wave 
amplitude in the presence of current. Based on the 
conservation of wave action (Bretherton & 
Garrett ,1968), it satisfies the following relation 

00
0
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e

g
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                        (2) 

in which A0 and Cg0 mean the wave amplitude and 
wave group velocity in quiescent water. 
Towards the end of the computational domain, an 
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artificial damping beach is applied on the free 
surface so that the wave energy is gradually 
dissipated in the direction of wave propagation 
(Ning et al., 2009).  
By using the second Green’s theorem, the 
prescribed boundary value problem can be 
transformed to the following boundary integral 
equation:  

( , ) ( )( ) ( ) ( ( ) ( , ) )G p q qC p p q G p q d
n n

 


 
  

    

                                       (3) 
where p and q are source and field points, and C is 
the solid angle which can be conveniently and 
economically computed by an indirect method in 
the present study.  is liquid domain boundary 
including free surface boundary and solid boundary. 
G is a simple Green function written as follows: 

1 2
1( , ) (ln ln )

2
G p q r r


                      (4) 

where 2 2
1 0 0( ) ( )r x x z z    , 

2 2
2 0 0( ) ( 2h)r x x z z     . 

Then the boundary surface is discretized with a 
number of three-node line elements. The geometry 
of each element is represented by the quadratic 
shape functions, thus the entire curved boundary 
can be approximated by a number of higher-order 
elements. Within the boundary elements, physical 
variables are also interpolated by the same shape 
functions, i.e. the elements are isoparametric. 
Since the discretized integral equation is always 
variant in time, all the boundary surfaces are 
regridded and updated at each time step using the 
mixed Eulerian-Lagrangian scheme and 4th-order 
Runga-Kutta approach. Once the Eq. (3) is solved, 
we can obtain the time series of surface elevation at 
any position. 
When wave-current pass the submerged obstacle, 
higher harmonics generated by nonlinear wave- 
wave and wave-current interactions in the shallow 
water over the bar will leave the obstacle leeward 
as free waves. So the surface elevation at any point 
x in the lee side of the submerged body can be 
written as  

1

( )

1

( )

2

( , ) cos( ( ))

cos( ( ( )))

n
n nF

n

n
L

n

t x a k x n t x

a n kx t x

  

 








  

  




          (5) 

where a(n) 
F  are the amplitudes of the free transmitted 

waves with frequencies of integer times of the 
incident wave frequency, a(n) 

L  are the amplitudes of 
the nth-order phase-locked waves, 1(x) is the 
initial phase angle of the fundamental wave and 

n(x) (n 2) the nth harmonic free waves, k and kn 

are the wave number of the fundamental waves and 
the nth harmonic free waves, and satisfy the 
following dispersion relations 

2
0( ) tanhkU gk kh                 (6) 

and 
2

0( ) tanh , 2,3,n nn kU gk k h n    L     (7) 

respectively. The fundamental wave amplitude, as 
well as the higher free and locked wave amplitudes, 
is obtained from the time histories of the surface 
elevation. The Fourier transform is introduced as 
follows 

0

1( ) ( , ) ( ) ( )
T

inwt
n n nx x t e dt A x iB x

T
           (8) 

where An(x) and Bn(x) are the corresponding real 
and imaginary components, respectively. Then the 
two-point method (Grue, 1992, Teng et al., 2010) is 
used in the Eq.(8) and the unknowns in in Eq.(5) 
can be obtained. 
 
NUMERICAL RESULTS 
As a validation of the present model, the proposed 
numerical model is used to compute the combined 
wave-current field parameter in a domain with flat 
bottom, in which the input parameters static water 
depth h=0.6m, angular frequency =5.42rad/s, 
wave height H0=0.06m are considered. The length 
of the corresponding computational domain is taken 
as 10 ( =2 /k denotes wave length), meshed with 
200×10 cells in x and z directions after convergent 
tests, in which the last 1.5  is used as the damping 
layer. Figs.2 and 3 show the comparisons of wave 
height and wave length in the presence of different 
current with other published numerical and 
experimental data, respectively. In the figure, the 
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symbol C0 represents the current-free wave celerity. 
From the figures, it can be seen that a good match 
of the numerical results with experimental data is 
observed.  
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Fig.2 Comparisons of the wave height obtained by the 
present numerical model with Zaman et al.(2008) and 
experimental data (Zaman and Togashi, 1996). 
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 Fig.3 Comparisons of the wavelength obtained by the 
present numerical model with Zaman et al.(2008) and 
experimental data (Thomas, 1981). 
 
To testify the two-point method for separating 
higher free harmonics from scattering waves, 
another case for monochromic wave propagating a 
submerged horizontal cylinder in quiescent water is 
considered as shown in Fig.1. Parameters including 
static water depth h=0.45m, cylinder radius R=0.1m, 
submerged depth d=0.1m are chosen. Fig.4 shows 
the distribution of the dimensionless fundamental 
and second-harmonic free wave amplitudes (A(n) 

F /A0) 
with incident wave amplitude A0. The comparisons 
between the present numerical results and 
experimental data (Grue, 1992) are also given here. 
From the figure, it can be seen that there are good 
agreements between numerical solutions and 

experimental data. The fundamental wave 
amplitude is always very close to the input one A0, 
while the second-harmonic free amplitude is 
increased with the increasing of input wave 
amplitude A0, and then reaches a maximum value at 
a critical input-amplitude. 
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Fig.4 Distribution of fundamental and 2nd-order free 
harmonic wave amplitudes with amplitude A0. 
 
Keeping the same wave parameters as those in 
Fig.4(a), three currents (i.e., U0/Cg0=0, ±0.1) are 
introduced to the proposed numerical model. 
Fig.5 gives the distribution of the dimensionless 
fundamental, second- and third-harmonic free 
wave amplitudes with incident wave amplitude 
A0. It can be seen that the portion of higher free 
harmonics becomes larger on the opposing 
current than that on zero current, but vice verse 
on the following current. Due to wave-current 
interactions, the maximum value of 
dimensionless higher free harmonic amplitude is 
upstream shifted for the opposing current relative 
to that for zero current. On the contrary, it is 
downstream shifted for the following current, as 
shown in Fig.5(b).  
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Fig.5 Distribution of harmonic amplitudes with A0. 
 
Numerical experiments of the effect of current 
velocity and input angular frequency on the higher 
harmonics are also carried out. The details will be 
shown in the workshop. 
                
CONCLUSIONS 
The phenomenon of wave propagation over a 
submerged obstacle in the presence of uniform 
current is examined by a powerful numerical model. 
The  higher free harmonics are separated from the 
transmitted waves by using a two-point method. 
Good agreements of numerical results with the 

other published data are shown. The influence of 
the current on the characteristics of higher free 
harmonics are investigated. 
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Introduction

Wave impact from phase focused waves on a vertical cylinder is studied by means of laboratory
experiments and numerical computations. The laboratory experiments were carried out at DHI,
Denmark as a part of a Hydrolab project and have previously been presented here at the workshop
[3, 5], where the focus was on higher-harmonic forces. Here we consider data from the same set of
experiments but focus on numerical reproduction and the observed differences. Special attention is
paid to the appearance of artificial higher harmonics in the measurements, which are shown to be a
consequence of impulsive unset of structural vibrations.

The experimental and numerical setup

The laboratory experiments were carried out at DHI, Denmark and a detailed description can be
found in [5, 6]. It shall be noticed that the force on the cylinder was measured by a force cell placed
at the top of the cylinder. To ensure that the force on the cylinder was entirely captured by the
force cell a small clearance between the cylinder and the basin floor existed. The force is thus really
the reaction force between the test pile and its fixed mount. The natural frequency of the cylinder,
when placed in the basin, was measured by a decay test and estimated to be fn = 3.8 Hz.

For reproducing the experiments a numerical domain is setup. The numerical domain has a total
length of 10 m and a width of 3 m corresponding to 12D, where D = 0.25 m is the cylinder diameter.
At the wave maker the water depth is h0 = 0.8 m, which is then gradually reduced from x = 2.0
m by a bed slope of 1/20. The domain is enclosed by generation- and absorption zones at the inlet
and outlet respectively. A two-dimensional sketch of the numerical domain is presented in figure 1.

For the numerical computations the incompressible Navier-Stokes equations for the two phase
flow of water and air are solved in combination with a volume of fluid (VOF) scheme for tracking
the free surface. The numerical model is established within the framework of the open-source CFD-
toolbox OpenFOAM R© in combination with the wave generation utility waves2Foam [4].

Impacts from a single phase focused wave group with an amplitude distribution given by a
JONSWAP spectrum with Hs = 0.40 m and Tp = 2.00 s is considered. Since the exact paddle signal
to the wave maker is unknown, a linear reconstruction of the incident wave group is carried out.
The method follows the description in [1], and the wave reconstruction is based on measurements
from a single wave gauge located at x = 0.77 m.

Results

In figure 2a the measured and computed free surface elevation at {x, y} = {7.20; 0.00} m is presented
in both time and frequency domains. In the time domain a fair agreement is seen until the passage
of the two large waves which are both underestimated by the numerical model. Hereafter, the

1Presenting author
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Figure 1: Two-dimensional sketch of the numerical domain. The generation and relaxation zone is indicated
by oblique lines.

numerical model slightly underestimates the trough of the subsequent waves, whereas both the wave
crest height and the phase is well captured. Considering the surface elevation in the frequency
domain a good agreement is seen except for the second harmonic, which is slightly underestimated
by the numerical model. The computations and experiments agree well for frequencies higher than
the second harmonic.

In figure 2b the inline force on the cylinder is presented in both time and frequency domains.
In the time domain the agreement between the measurements and the numerical computations is
generally good. As seen from the figure, the experimentally measured inline force is occasionally
traced by high frequency oscillations from the eigenmotion of the cylinder, excited by the two
large waves. These oscillations are naturally not present in the computations where the cylinder is
modelled as perfectly rigid. The peak force from the two largest waves seems to be underestimated by
the numerical model. However, it is unclear to what extent the numerical model has underestimated
the hydrodynamic force, as the eigenmotion of the cylinder also contributes to the large peak forces.

In the frequency domain a good agreement is seen for the first harmonic, whereas a fair agreement
is seen for the second harmonic. For frequencies higher than the second harmonic, a substantial
amount of higher harmonic forcing is observed in the measurements, which is not present in the
numerical computations. It shall be noticed that a similar deviation for the higher harmonics was
not observed in the Fourier transform of the free surface elevation.

Discussion

In general a good agreement between the numerical computations and the experiments is observed.
The only exception is the substantial higher-harmonic forcing seen in the Fourier transform of the
experimentally measured inline force. However, these higher-harmonic forces are not related to the
hydrodynamic forcing but can be explained as an artefact of the intermittent eigenmotion of the
cylinder.

The origin of the higher harmonics and why they are projected into the harmonics of the incident
wave can be explained be considering the inline force on the cylinder written in the following form

f(t) = fhydro(t) + cos (ωnt)χ(t) (1)

where the first term is the hydrodynamic forcing and the last term is a simplified representation of
the eigenmotion, with radian frequency ωn = 2πfn. Since the eigenmotion of the cylinder is only
present in finite time intervals this term is modulated by a characteristic function, χ, of the following
form

χ(t) =

{
1 : x ∈ I

0 : x /∈ I
. (2)
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(a) Measured and computed surface elevation in front of the cylinder: x = 7.2m, y = 0.0m. Left panel; Time
domain. Right panel; Frequency domain
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(b) Measured and computed inline force on the cylinder. Left panel; Time domain. Right panel; Frequency
domain.

We now consider the Fourier transformation of the inline force, (Ff)(γ), where γ is the frequency
parameter in Fourier space. The characteristic function, χ, is assumed to be one in a finite interval
of I = [−a/2, a/2]. The hydrodynamic force is in generally unknown, whereas the last term can be
evaluated analytically. It follows from [2], that the Fourier transform of equation (1) is given by

(Ff) (γ) = (Ffhydro) (γ) +
1

2

(
sinπa (γ − ωn/2π)

π (γ − ωn/2π)
+

sinπa (γ + ωn/2π)

π (γ + ωn/2π)

)
(3)

From equation (3) it is seen that the characteristic function, χ, introduces harmonic oscillations
in the Fourier transformed signal with a frequency proportional to the width of the characteristic
function, a. In many cases it is reasonable to assume that the width, a, is related to the period
of the incident waves. For instance, for the experimental measurements shown in figure 2b the
typical duration is approximately T/2, where T is the wave period. So, since the eigenmotion of the
cylinder is only present in finite time intervals the Fourier transform of this part of the signal could
potentially introduce artificial higher harmonics.

For illustration purpose the following example is constructed (see, figure 2)

f(t) = [sinωt+ cos (ωnt)χ(t)]G(t) (4)

Here the hydrodynamic forcing is assumed regular with radian frequency, ω, and the structure is
assumed to oscillate with radian frequency ωn. The characteristic function χ is equal to one in the
time intervals I ∈ {[t1, t2]; [t3, t4]}, as indicated in figure 2, and with widths a = 2π

ω
{0.57; 0.56}.

Finally the signal is multiplied by a Gaussian, G(t), to mimic the temporal behaviour of the phase
focused group. Notice that the Gaussian modulation of the signal does not introduce any harmonic
frequencies and only serves the purpose of increasing the visual similarity with the phase focused
group. For the test function are the frequencies from the experiment, ω = ωexp = 2π0.5 rad/s and
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Figure 2: Time and frequency representation of test function. Areas of shaded grey indicates interavals where
χ = 1.

ωn = 2πfn rad/s, applied. In the Fourier transform of the test function artificial higher-harmonics,
as the one observed in the experimental measurements, are clearly seen. Since the time intervals of
χ = 1 are not perfectly half the peak period is a perfect fit to the higher-harmonics not seen.

The example shows that the discontinuous onset of structural vibration can produce artificial
higher harmonics over broad ranges of the spectrum.

From the analysis and the numerical example is it obvious that frequencies from the test setup
are not easily filtered in Fourier space as a post process. The characteristic function, χ, and the time
intervals a are in general unknown so there is no way of knowing at what frequencies energy from
the structural motion has been project onto. A time domain filtering is not unproblematic either,
as important details related to the hydrodynamic forcing is easily destroyed by the filtering process.

In the present work is numerical methods shown to be a vulnerable tool for investigating and
understating experimental measurements and by that gaining further insight.
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Introduction 
 
Since the early 70's ship maneuvering simulators using fully equipped bridge structures are being used to 
study the real-time behavior of ships in open water and in ports and to train ships crews to carry out 
maneuvers safely and efficiently. The number of simulators in use bears testimony to the need for insight 
in ship behavior and the successes reached in training crews to sail ever larger ships in existing and new 
ports. Besides training of crew members, simulators are used to judge maneuvering characteristics of 
new, as yet unbuilt  ships, efficiency and safety of new harbours and the effects of new propulsion 
systems and  maneuvering aids. The basic process of a real-time maneuvering simulator is the 
mathematical model which represents the behaviour of a vessel sailing at variable speeds in deep or 
shallow water, in current, at high and at low speed without or with the effects of port structures, bottom 
irregularities and of other ships included. At the present, probably all simulators make use of 
mathematical models based on Newton's equations of motion for a body moving in the horizontal plane or 
, in some cases, in  all 6 degrees of freedom. Hydrodynamic forces due to flow around the hull, rudder 
action and variations in propeller speeds are incorporated based on empirical data derived from model 
tests or from analysis of full scale data. An increasingly important effect on vessel moving in ports is due 
to ship-ship interactions or ship-port structure interactions, the last being, for instance, bank suction 
effects where banks can also be submerged structures or  local water depth changes. It is common practice 
to include such effects based on tabulated interaction data derived from model tests or off-line 
computations using more or less complicated hydrodynamic models ranging from  strip-theory-based 
interaction models to double-body potential flow using panel models or  even full-blown CFD 
computations.  
 
Real time computation of interaction forces 
 
The present contribution concerns the development of a  computational procedure for ship-ship and ship-
port structure interaction using a double-body potential flow method and its real time application  in a 
maneuvering simulator. The purpose is to be able to dispense with the need to generate interaction data 
bases and such an approach is expected to increase flexibility with respect to cases studied in the 
simulator. The method is applicable to multi-body cases involving ships and port structures. The flow 
equations are solved using standard zero-order panels and Rankine sources with or without the effect of 
restricted water depth (see ref. 1 and ref.2). A crucial aspect of the application of such computational 
methods in real time is the computational load, governed by the number of ships, port structure elements 
and the total number of unknowns (panels) that need to be solved at each time step.  Until recently, the 
only way to directly influence the computation time was to decrease the number of panels in the problem, 
the lower limit being set by the required accuracy of the computed result. However, in recent years, the 
advent of inexpensive multi-core computers and parallelization of the codes has brought the possibility of 
real-time application for practical cases into view. Also a recent development concerns the application of 
Graphic Processing Units (GPU), originally developed for fast visualization of computer games, for 
which nowadays compilers are available making it relatively easy to program such codes for processing 
using these extremely fast and massively parallel devices. Such units are relatively inexpensive and can 
be added on to existing desk-top units. At present, top-of-the-line consumer units sport 1500 - 3000 
parallel computing cores and can be truly called 'massively parallel' computers.  
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In order to illustrate the developments for the computation of the ship-ship interaction problem, an 
example is shown in the Figure below. This Figure shows the panel models of a container vessel sailing at 
7 kn overtaking a container vessel sailing at 4 kn in a 600 m wide and 8000 m long channel  section. The 
number of panels on each vessel amounted to 828 and 810 respectively and  the on the channel sides 5840 
panels. The water depth amounted to 19 m.  
  

 

Computations were carried out for the vessels sailing in channel 1 (quays modeled using panels), channel 
2 (one side modeled with panels, other quay through mirroring) and in open water for 3 cases: firstly, 
using a single core of an i7 processor, secondly, applying OpenMP  and using all cores of the same i7 
processor and lastly, applying a NVIDIA GTX690 GPU (using only one of the two processors on the 
board) attached to the i7 processor. The average time to compute each time step are given in the table. 
These results show that for the open water case even the single i7 core gives acceptable results. Applying 
OMP and the GPU result in about the same time  per step. For the case of the vessels sailing in the 
channel considerable differences occur with the single core giving unacceptably long computation time. 
Applying OMP reduces the time considerably while the GPU results are again significantly lower. The 
question is what is an acceptable refresh rate? This depends, for instance, on the time scale of the 
maneuvers. An overtaking maneuver takes considerably more time, with lower rate of change of the 
forces, than a meeting maneuver, the former allowing a lower refresh rate than the latter. Careful study 
will determine which refresh rates are acceptable for real time simulation of maneuvering vessels. 

The total number of panels on the ships and the port geometry is of great influence on the computational 
costs. Careful modeling of the port structures will be essential in order to achieve acceptable time step 
costs since it appears that computation times for the ship-ship interactions without presence of port 
structures are already useful.  The particular case of a channel could also be modeled by  double 
symmetry . The total number of panels would remain at 1638 and the computational costs reduced 
accordingly with some additional overheads for the mirroring operation. We have chosen to use panels to 
model the channel sides since in real cases the double symmetry technique would not always be 
applicable due to the irregular shape of real port geometries or due to sloping banks.  In the presentation  
more details of the computational procedure will be given as well as correlations between computed and 
measured interaction forces. 

Application in real time simulator 

The real time simulator at MARIN uses a modular type mathematical maneuvering model. This means 
that total forces acting on ships are divided into different modules like hull forces, propeller forces, rudder 
forces and their interactions, environmental forces (caused by wind, wave, current), bank suction forces, 
ship-ship interaction forces, tug forces etc. Traditionally, bank suction and ship-ship interaction forces 
were calculated at every time step by interpolation from a predefined force database. Now, at every time 
step, these forces are calculated using a software developed by PMH  called ‘Delpass’ here onwards. This 
software is running on a separate PC (called Delpass computer) to avoid influencing the real time 
simulation processes. The coupling of Delpass with MARIN’s real time simulator is described in the 
flowchart below. The Delpass computer, an  i7-based machine, was running the OMP-version of the code. 
Before the start of simulations, Delpass reads one time inputs from an input file (called ‘manforc.inp’). 
This file contains information like number and names of data files to be used in the computations 
(containing panel description of concerned ship and port structures), water depth etc. At every time step, 

 Total 
No. of 
panels 

I7, 1 
core  

s/step 

I7, 
OMP 
s/step 

I7 , 
GPU 
s/step 

Channel 1 7478 97 9.0 3.2 
Channel 2 4558 30 4.5 1.3 

Open water 1638 1.3 0.24 0.26 
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Delpass reads velocity and position of all concerned structures from another input file (called 
‘moton.inp’). Delpass receiver updates motion.inp file every time simulator sends new velocity and 
position values (using simulator sender).  Using data from these two input files (motions.inp and 
manforc.inp), Delpass calculates interaction forces and moments at every time step for the current relative 
position and velocity of concerned structures and writes them into an output file (called ‘force.out’). 
Delpass sender passes this data to simulator receiver every time the output file is updated. Finally the 
simulator software receives interaction forces and moments through this receiver, adds them to total ship 
forces, solves the motion equations for the next time step and passes the results (new velocity and 
position values) to Delpass receiver using the simulator sender. This cycle is repeated at every time step 
to account for the effect of ship-ship or ship-port interaction in real-time. It should be noted that there are 
various time steps involved in the whole cycle (Delpass calculation time step, Simulator calculation time 
step, Simulator sender time step and Simulator receiver time step). Our analysis shows that simulator 
sender and receiver time steps can influence the interaction force results, hence care must be taken while 
deciding their values.  

  

Figure: Flowchart detailing the coupling of Delpass with MARIN’s real time simulator 

Several cases have been tested with coupled Delpass at MARIN. In one test case, a Car Carrier is 
overtaking a Qmax LNG Carrier in Eemshaven fairway. The principle particulars of ships and number of 
panels on all the three structures are given in table below.  

 Length 
(LPP) 

Breadth 
(B) 

Draught 
(T) 

Displacement Block Coefficient 
(Cb) 

No. of 
Panels 

Units [m] [m] [m] [m3] [-] [-] 
Car Carrier 225.0 32.2 9.0 42926.5 0.658 794 

QMax LNG Carrier 345.0 55.0 12.0 167089 0.734 892 
Eemshaven fairway - - - - - 1010 

 
The speeds at which the two ships were sailing and the distance between them is described in table below: 
 

Ships Velocity 
(kn) 

Distance between ships 
(m) 

Car Carrier 15 50 QMax LNG 9 
 
Note that both the ships were made very heavy during the run so that their trajectory is not influenced by 
the interaction forces. Hence both ships move in a straight line. This was done because the results from 
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standalone Delpass for a similar run were available to make a comparison (the plot below shows the 
comparison, OD = online Delpass, SD = standalone Delpass). In the presentation more test results will be 
discussed. 

 
 

Figure: Interaction forces on Car Carrier and QMax from standalone and coupled Delpass 

To obtain the results shown above, the simulator calculation time step was 0.2 s, the simulator sender 
time step was 1.3 s, the simulator receiver time step was 0.7 sec and the Delpass calculation time step 
varied from 0.6 to 1.3 s.   

Conclusions 

Delpass is a significant add-on to MARIN’s real time maneuvering simulator. As it has been observed 
from various tests conducted at MARIN with coupled Delpass, the interaction forces calculated in real 
time are quite reliable. Implementing Delpass in a real time simulator reduces effort that was initially 
needed to create interaction forces databases and provides more flexibility to user in training scenarios 
where interaction forces play an important part. A real time simulator coupled with Delpass provides its 
users the freedom to simulate wider range of distances and speeds between passing structures.        

Future Work 

The GPU version of Delpass can be coupled with simulator for bulkier cases. This has not been tested at 
the moment. At present, Delpass assumes constant water depth. This feature can be enhanced in future to 
account for interaction forces caused due to changing bathymetry.   
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Introduction

The hydroelastic response of ships moving in waves has been studied for many years to understand and

predict the structural failure of a vessel. Accurate prediction of stress is important for failure assessment,

both from fatigue and extreme loading. Fatigue loading will cause cracks to form in high stress regions,

especially in the deckhouse of naval combatants. Extreme loading can cause a vessel to break apart in

heavy seas. This is a complicated problem that requires the combined analysis of the ship structure with

the stochastic air-sea environment over the lifetime of a ship.

The goal of the present work is to numerically predict the non-linear response of a vessel in a seaway

subject to loading from the wind-wave environment. In particular, the current work is focused on the

challenges that arise in large amplitude waves where both global wave bending loads and local impacts

are important. The method used in the current work combines a non-linear computational fluid dynamics

solver with a modal structural dynamics solver. The two domains are combined in a tightly-coupled

time-accurate algorithm. The method is described in Piro and Maki [2] and extended in this work to

include rigid body motion in waves.

The motivation for using CFD for the fluid domain is the ability to implicitly capture non-linear free

surface topology, specifically, breaking waves that occur during slamming. Furthermore, this method

models viscosity and turbulence. Generally viscous damping is small, but can be important, such as in

roll.

In this abstract, the method is validated using previous numerical and experimental work by Sen-

janović et al. [4]. Ongoing work is focused on using the method to analyze whipping response in large

amplitude waves.

Methodology

The starting point of the present work is Piro and Maki [2]. The experimental model has a shear center

far from the center of gravity to model a real containership. The finite element model for this case is

comprised of Euler beam elements representing the backbone of the experimental model. The difference

in position of the center of mass and shear center is achieved by adding stiff bar elements that lower the

center of gravity. Finally the hull is represented by transfer shell elements that have no mass or stiffness.

The beam and shell elements can be seen in Figure 1.

The displacements and rotations of the beam are linearly applied to shell elements as shown below:

⎧⎨
⎩

dx(x, y, z, t)
dy(x, y, z, t)
dz(x, y, z, t)

⎫⎬
⎭ =

⎧⎨
⎩

−dv(x,t)
dx (y − yb)− dw(x,t)

dx (z − zb)
v(x, t)− φ(x, t)(z − zb)
w(x, t) + φ(x, t)(y − yb)

⎫⎬
⎭ , (1)

where dx, dy, and dz are the shell displacements in the x, y, and z directions, v(x, t) is the horizontal

displacement of the beam, w(x, t) is the vertical displacement of the beam, φ(x, t) is the torsional ro-

tation of the beam, and yb and zb are the y and z locations of the beam. The x axis is along the vessel

length and the z axis is defined positive up, opposite the direction of gravity.
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The rigid body modes and elastic structure modes are solved separately. The rigid body motion is

solved using symplectic integration, which conserves energy and is well suited for long-time integration.

The discrete equations for translational motion are:

�vn = �vo +Δt
�F o

m
, (2)

�xn = �xo +Δt�vn, (3)

where o denotes a value at the old time step, n denotes a value at the new time step, �x is the position,

�v is the velocity, �F is the external force, and m is the mass. Underrelaxation and iteration are used to

stabilize the equations of motion for vessel. This is necessary when the vessel has relatively large added

mass.

An approximate body boundary condition is used on the structural boundary of the fluid domain. The

fluid grid moves with the rigid body motion, and the velocity boundary condition contains both the rigid

body and structural components. This process is similar to that described in [2]. Using this method, the

fluid forces will not contain the hydrostatic stiffness force. Therefore, translational and rotational springs

are added to the finite element model to represent the hydrostatic contribution. This procedure avoids the

non-robust and expensive mesh deformation process.

Waves are generated using the waves2Foam toolkit developed for OpenFOAM by Jacobsen et al.

[1]. The toolkit provides inlet wave boundary conditions for the velocity and volume-fraction variable.

Also included are “relaxation zones” that help build the waves in the domain upstream of the vessel.

These zones are also used to damp the waves downstream.

Results

In this work the hydroelastic response of a flexible box-barge in oblique seas (heading angle β = 60◦) is

studied. The barge is similar to the one studied by S̆. Malenica et al. [5], Remy et al. [3], and Senjanović

et al. [4], with length L = 2.445 m, beam B = 0.6 m, draft T = 0.12 m, and depth D = 0.25 m. Two

structures are used, one for the RAO validation study, and one for the slamming study. The elasticity

for the RAO comparison is provided by a 1 cm x 1 cm bar located 0.187 m above the waterline. For

the slamming study, the size of the bar is increased to 1.8 cm square to be stiffer and more realistically

represent a scaled vessel.

Validation of RAOs To properly generate the RAOs of rigid and elastic responses of the vessel, the

correct wave amplitude must be known. Therefore, simulations are preformed where the wave field is

propagated through the domain without the body. A probe is placed where the center of the body will

be to generate a time series of wave elevation. The amplitude from this time series is used in the RAO

calculation. A focus of ongoing work is to improve the generation, propagation, and damping of these

waves.

Response amplitude operators of heave, pitch, roll, vertical bending, horizontal bending, and torsion

are compared to the results presented in [4]. Preliminary results to show the capability of the method

are shown with four wave periods, 0.8, 1.0, 1.2, and 1.4 s. Figure 2 shows the comparison between the

present method and the previous results. The rigid body mode RAOs from the present method compare

well with the previous experimental data, as do the RAOs for the bending modes. However, the torsion

RAO shows larger differences with the previously published experimental and numerical results. This

discrepancy is studied below, and will continue to be the subject of further analysis.

There are several possible explanations for the differences between the current torsion RAO and that

of the previously published results. The first and most likely reason is the difference between the dry

natural frequencies in the coupled horizontal-bending and torsion modes between the current work and

that of Senjanović et al. [4]. The first five frequencies are 4.00, 4.84, 7.28, 9.51, and 12.35 rad/s in the

current work while the previously reported values are 5.32, 7.92, 12.7, 15.56, and 21.56 rad/s. These

lower frequencies are closer to the forcing frequency, which should yield a larger response. Different

Page 174 / 236



modeling strategies are being examined to correct the natural frequencies. Another reason for discrep-

ancy could be the flow between pontoons that is not modeled in the current simulations. This flow should

add damping to the system, which would lower responses.

Non-linear effects and whipping Ongoing work is focused on understanding the effects of non-

linearities and whipping response in large-amplitude waves. Presently simulations are being conducted

for a range of wave amplitudes for a single wave length of 1.561 m (T = 1.0 s). The analysis will

investigate the interaction between the wave bending and slamming responses.
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Figure 2: Comparison of RAOs between current simulations (open circles) and Senjanović et al. [4]

(solid line and filled squares). The RAOs are of heave (top left), pitch (middle left), roll (bottom left),

vertical bending (top right), horizontal bending (middle right), and torsion (bottom right)
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Abstract

This Abstract is dedicated to the memory of Professor Fritz Ursell whose influence continues to
be reflected in contributions to the Workshop.

Fritz Ursell’s first published paper in 1947 was on the scattering of an incident wave by a thin
vertical barrier, aspects of which coincidentally also formed the basis of the first paper published
by each of us, one or two generations later. This 1947 paper was remarkable in providing one
of the few explicit solutions in linear water-wave theory, namely the potential everywhere in the
fluid when an incident two-dimensional wave-train in deep water is scattered by a thin vertical rigid
barrier immersed to a depth a. He also presented the solution to the complementary problem solved
earlier by Dean (1945) who used complex function theory, in which the vertical barrier extends from
infinity in the depths of the fluid to a point a distance a beneath the free surface.

In this paper we show that these distinct solutions and corresponding reflection coefficients can
be related through two entirely new potentials which, given one of the above solutions enables the
other to be determined. The results are a special case of a more general theory which can include
finite depth, oblique incidence and different geometric configurations (Porter & Evans (2013, in
preparation)).

1 The role of the new connection potentials

Cartesian coordinates are defined with the origin in the mean free surface and y pointing vertically
downwards into the infinite depth fluid. A thin barrier occupies the interval y ∈ B of the plane x = 0
and the gap in the barrier occupies the interval y ∈ G. In the Ursell and Dean problems B is the
interval (0, a) and (a,∞) and G the interval (a,∞) and (0, a) respectively.

A plane two-dimensional monochromatic wave of radian frequency ω is incident from x > 0 on
the barriers. Under the usual assumptions of linearised wave theory there exists a velocity potential
�{Φ(x, y)e−iωt} This complex-valued potential Φ(x, y) satisfies the equations

Φxx + Φyy = 0, y > 0, (1)

with
KΦ + Φy = 0, on y = 0 (2)

and K = ω2/g where g is gravitational acceleration and

∇Φ → 0 y → ∞. (3)

We must also impose no-flow conditions on the barrier

Φx(0±, y) = 0, y ∈ B (4)

and specify a radiation condition. We assume a wave incident from x = ∞ so that

Φ(x, y) ∼

{
e−iKx−Ky + ReiKx−Ky, x → ∞
T e−iKx−Ky, x → −∞

(5)

where R and T are the reflection and transmission coefficients. It can easily be shown that

Φ(x, y) =

{
e−iKx−Ky + eiKx−Ky + φ(x, y), x > 0
−φ(−x, y), x < 0

(6)
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where φ(x, y) is defined in x > 0 and satisfies (1), (2) and (3) in addition to the boundary conditions

φx(0, y) = 0, y ∈ B, φ(0, y) + e−Ky = 0, y ∈ G (7)

which results from imposing (4) on Φ and continuity of Φ(x, y) across x = 0 when y ∈ G, based on
the decomposition (6). Under this definition φ(x, y) ∼ (R − 1)eiKx−Ky as x → ∞ with T = R − 1.
With r a local measure of the distance from any barrier edge immersed in the fluid, we also require
|∇φ| ∼ r−1/2 as r → 0.

We label the Ursell and Dean potentials in (6) by φu(x, y) and φd(x, y) respectively, satisfying

φ
u/d
x (0, y) = 0, y ∈ (0, a)/(a,∞), φu/d(0, y) + e−Ky = 0, y ∈ (a,∞)/(0, a)

φu/d(x, y) ∼ (Ru/d − 1)eiKx−Ky as x → ∞ (8)

Thus, from Ursell (1947) we have

φu(x, y) + eiKx−Ky = C

(
πI1(Ka)eiKx−Ky +

∫
∞

0

L(k, y)J1(ka)e−kx

(k2 + K2)
dk

)
(9)

where C = (πI1(Ka) + iK1(Ka))−1 and Ru = πI1(Ka)C, and

φd(x, y) + eiKx−Ky = B

(
K0(Ka)eiKx−Ky −

∫
∞

0

L(k, y)J0(ka)e−kx

(k2 + K2)
dk

)
(10)

where B = (K0(Ka) + iπI0(Ka))−1 and Rd = K0(Ka)B. The above expressions involve Bessel
functions whilst L(k, y) = k cos ky − K sin ky.

We now connect these potentials through the introduction of new potentials ψu/d(x, y). Thus let

φu/d(x, y) + eiKx−Ky = iK−1
(
φd/u

x (x, y) + Ad/uψd/u
x (x, y)

)
. (11)

Then from (8) we require

ψu/d
x (0, y) = 0, y ∈ (0, a)/(a,∞), ψu/d

yy (0, y) = 0, y ∈ (a,∞)/(0, a) (12)

where the second condition arises from differentiating (11) with respect to x, using the Laplacian, and

finally noting the relation φ
u/d
yy (0, y) = −K2e−Ky for y ∈ (a,∞)/(0, a) from (8). We also assume

ψu/d(x, y) ∼ R̃u/deiKx−Ky, x → ∞ (13)

where R̃u/d ∈ C is to be determined.
The constant Ad/u is to be determined from the condition

lim
r→0

r1/2
(
φd/u

x (x, y) + Ad/uψd/u
x (x, y)

)
= 0, where r = (x2 + (y − a)2)1/2 (14)

since φu/d is bounded near r = 0.
The second condition in (12) may be integrated to give

ψd(0, y) = 1 − Ky, y ∈ (0, a), and ψu(0, y) = 1, y ∈ (a,∞) (15)

to ensure that (2) is satisfied by ψd(x, y) and (3) by ψu(x, y).
Thus, we have shown in (11) that φu/d can be expressed in terms of the sum of the x-derivative of

φd/u and a ‘connection’ potential ψd/u(x, y) satisfying the same Neumann condition as φd/u(x, y) on
the barrier but with different Dirichlet conditions described by (15). Using the far-field asymptotic
form designated to each term in (11) and letting x → ∞ gives

Ru/d = 1 − Rd/u − Ad/uR̃d/u. (16)
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2 Derivation of the connection potential ψd(x, y).

As an illustration of the theory we shall derive the connection potential ψd(x, y) from first principles
and confirm that together with knowledge of the Dean potential and corresponding reflection coefficient
it can be used through (11) and (16) to derive the Ursell potential and its reflection coefficient.

The most general potential satisfying (1), (2), (3) and (13) is written

ψd(x, y) = R̃deiKx−Ky +
2

π

∫
∞

0

A(k)L(k, y)e−kx

k(k2 + K2)
dk, (17)

where R̃d and A(k) are unknowns. We define

Ud(y) ≡ ψd
x(0, y) = iKR̃de−Ky −

2

π

∫
∞

0

A(k)L(k, y)

(k2 + K2)
dk (18)

which is zero when y > a on account of (12). Using Havelock’s (1929) inversion theorem

R̃d = −2i

∫ a

0

Ud(y)e−Kydy, and A(k) = −

∫ a

0

Ud(y)L(k, y)dy (19)

where use has been made of Ud(y) = 0 for y > a to restrict the integration interval to (0, a). It follows
from substition of A(k) from (19) into (17) and the imposition of (15) that∫ a

0

Ud(t)K(y, t)dt = f(y), y ∈ (0, a) where K(y, t) =

∫
∞

0

L(k, t)L(k, y)

k(k2 + K2)
dk. (20)

and with f(y) = 1

2
π(R̃de−Ky + Ky − 1). Ursell (1947) shows how this integral equation may be

transformed after application of the differential operator K + ∂/∂y to become∫ a

0

V d(t)

y2 − t2
dt = −

(
f ′(y) + Kf(y)

)
/y, y ∈ (0, a) where V d(y) = Ud(y)+K

∫ y

a

Ud(t)dt. (21)

Notice that V d(y) has the same singular behaviour as Ud(y) near y = a such that limy→a(U
d(y) −

V d(y)) = 0 and is bounded near y = 0.
For the particular f(y) in this case −(f ′(y) + Kf(y))/y = −1

2
πK2 so that V d(y) satisfies∫ a

0

V d(t)

y2 − t2
dt = −1

2
πK2, y ∈ (0, a). (22)

There is a general formula for the inversion of integral equations of the type above with arbitrary
right-hand sides and application of this for the particular right-hand side above gives

V d(t) =
D

(a2 − t2)1/2
− K2(a2 − t2)1/2 (23)

where D is a constant to be determined, whose origins can be traced back to transformation of the
original integral equation (20) into (21). Thus, we substitute (23) back into (20) to determine D.

First we make use of an integral identity between Ud(t) and V d(t), which is easily established from
(21) and integration by parts, to obtain∫ a

0

L(k, t)Ud(t)dt = k

∫ a

0

V d(t) cos ktdt = 1

2
π

(
kDJ0(ka) − K2aJ1(ka)

)
(24)

after using (23) and standard integral identities∫ a

0

cos(ky)

(a2 − y2)1/2
dy = −πJ0(ka)/2 and

∫ a

0

(a2 − y2)1/2 cos(ky)dy = πaJ1(ka)/2k. (25)
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It follows from using (24) in (20) that

R̃de−Ky + Ky − 1 = D

∫
∞

0

J0(ka)L(k, y)

(k2 + K2)
dk − K2a

∫
∞

0

J1(ka)L(k, y)

k(k2 + K2)
dk, y ∈ (0, a). (26)

With some effort, further integral relations can be established, in particular∫
∞

0

J0(ka)L(k, y)

(k2 + K2)
dk = e−KyK0(Ka),

∫
∞

0

J1(ka)L(k, y)

k(k2 + K2)
dk =

(1 − Ky)

K2a
−

K1(Ka)e−Ky

K
. (27)

Substituting these into (26) we find that the terms 1−Ky on each side of the equation cancel to leave

R̃d = DK0(Ka) + KaK1(Ka) (28)

which determines D (in terms of R̃d). A relation for R̃d follows from the first equation in (19) which
can be written using the relation between Ud and V d in (21) and integration by parts as

R̃d = −2i

∫ a

0

Ud(y)e−Kydy = −2i

∫ a

0

cosh(Ky)V d(y)dy = −iπ (DI0(Ka) − KaI1(Ka)) (29)

after susbtitution of (23) and using the results (25) with k replaced by iK.
Equations (28) and (29) may be combined to give

R̃d = iπB (I0K1 + I1K0) Ka, D = iBC−1Ka, where B−1 = K0 + iπI0, C−1 = πI1 + iK1 (30)

are defined in (9) and (10) and where the argument of the Bessel functions is Ka throughout. We are
nearly in a position to determine Ru from (16) but first need to determine Ad from (14). We have
that Rd = BK0(Ka) and it can also be shown, en route to the derivation of the Dean potential, that
φd

x(0, y) ∼ B/(a2 − y2)1/2. It follows from the comments after (21) and from (23) that we require
AdD + B = 0 and so (16) becomes

Ru = 1 − Rd + BD−1R̃d = B(iπI0 + D−1R̃d) = Bπ (iI0 + C(I0K1 + I1K0)) = πI1(Ka)C (31)

using (30), which is the Ursell result.
To derive the Ursell potential from (11) we first use (10) and (17), (19) and (24) to show that

φd(x, y)+Adψd(x, y) = −eiKx−Ky +
(
BK0(Ka) + AdR̃d

)
eiKx−Ky +K2aAd

∫
∞

0

L(k, y)J1(ka)e−kx

k(k2 + K2)
dk

where the resulting integral involving J0(ka) vanishes since B + AdD = 0. Also it can be shown that
BK0(Ka) + AdR̃d = iCK1(Ka) so that from (11)

φu(x, y) + eiKx−Ky = iK−1 ∂

∂x

(
φd(x, y) + Adψd(x, y)

)

= eiKx−Ky − iCK1(Ka)eiKx−Ky − iKaAd

∫
∞

0

L(k, y)J1(ka)e−kx

(k2 + K2)
dk

= C

(
πI1(Ka)eiKx−Ky +

∫
∞

0

L(k, y)J1(ka)e−kx

(k2 + K2)
dk

)
(32)

since −iKaAd = C. This is precisely the Ursell potential given by (9). We could equally have derived
the connection potential ψu(x, y) and used it in conjunction with the Ursell potential to derive the
Dean potential.

The connection potentials described here are of academic interest only in the present context as
both the Ursell and Dean solutions are well-known. However it may transpire in more complicated
problems that one of the problems is more difficult than the other in which case the connection
potentials would provide the link between them.
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Introduction and aim of the work

As the energy demand and the shortage in the world
oil supplies are significantly increasing, new chal-
lenges arise in the current geopolitical situation. On
the other hand, the global warming and economical
situation of the world have significantly increased the
need for a green energy generated from the renewable
sources. Renewable sources such as wind and solar
energies have been developed for the past few decades
and there has been significant progress in harnessing
energy from these sources. However, due to the im-
portance of location on the power densities associated
with these sources the demand for alternative renew-
able energy sources has increased.

During the 1970’s global oil crisis, ocean waves
were considered as a potential source of energy [1].
Nevertheless, due to the complicated nature of wa-
ter wave interaction with floating/tethered bodies,
the wave energy technology has not yet achieved a
universal standard conceptual design similar to wind
energy turbines. Therefore, various wave energy de-
vices have been developed and deployed to harness
the energy of water waves.

One of the most promising wave energy converter
devices is the bottom hinged Oscillating Wave Surge
Converter (OWSC). It has been known that bot-
tom hinged OWSCs are an efficient way of extracting
power from ocean waves [2]. OWSCs are in general
large buoyant flaps, hinged at the bottom of ocean
and oscillating back and forth under the action of in-
coming incident waves [3, 4]. The oscillating motion
is converted into energy by pumping high pressure
water to drive a hydro–electric turbine [5]. OWSCs
are shallow water devices and hence the interacting
waves have large horizontal velocity component. This
results in a strong wave load on these devices. There-
fore, large amplitude oscillations are expected. In
some cases slamming can occur but this is the sub-

∗
Presenting author

ject of work in progress. Hereby, the widely used
potential flow theories are not sufficient to simulate
wave interaction with OWSCs.

In this paper, the wave load on an OWSC will be
studied using the Smoothed Particle Hydrodynamics
(SPH) method. SPH method is a meshless, purely
Lagrangian technique which was originally developed
in 1977 by Lucy [6] and Monaghan and Gingold [7].
It has subsequently been successfully employed in a
wide range of problems, e.g. astrophysics, fluid me-
chanics, solid mechanics, fluid–structure interaction
and many more (see [8] for a recent review).

Mathematical model

The governing equations of transient compressible
fluid flow include the conservation of mass and mo-
mentum equations. In this work, the governing equa-
tions are written in a Lagrangian framework as

1

ρ

dρ

dt
+∇ · v = 0

dv

dt
= −1

ρ
∇p+∇ · (ν∇v) + g

(1)

where ρ, t, v, p, ν and g are density, time, veloc-
ity vector, pressure, kinematic viscosity and gravi-
tational acceleration, respectively. The coordinates
are X along the channel, Y along the vertical and Z
across the channel.

In order to take into account the effects of turbu-
lence on the flow, turbulent fluctuations are modelled
through the concept of eddy viscosity estimated from
the well-known and widely used k − ε model. The
Lagrangian form of the Reynolds average Navier–
Stokes (RANS) equations with k−ε turbulencemodel
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read [9]

dρ

dt
= −ρ∇ · v

dv

dt
= −1

ρ
∇p̃+∇ · [(ν + νT )∇v

]
+ g

dk

dt
= P − ε+∇ ·

ñÅ
ν +

νT
σk

ã
∇k

ô

dε

dt
=

ε

k

(
Cε,1P − Cε,2 ε

)
+∇ ·

ñÅ
ν +

νT
σε

ã
∇ε

ô

dr

dt
= v

(2)

where p̃ = p + 2/3ρk is the modified pressure and
νT = Cμk

2/ε is the eddy viscosity. The production
of turbulent energy P is given by

P = νTS : S (3)

where the rate–of–strain tensor S takes the form

S =
1

2

î
∇v + (∇v)

T
ó
. (4)

The standard k − ε model constants are

Cμ = 0.09; Cε,1 = 1.44; Cε,2 = 1.92;

σk = 1.0; σε = 1.3.
(5)

Results

The SPH simulations of OWSC were carried out in a
20 m long wave tank. The regular wave is modelled
using a piston–type wave maker located at the left
end of the tank. The displacement of the piston–type
wavemaker is determined by the linear wavemaker
theory [10]

X (t) = A0 sin (ωt) (6)

where

A0 =
an1

tanh (kh0)
; n1 =

1

2

Ç
1 +

2kh0

sinh (2kh0)

å
.

(7)
Here, a, k, ω and h0 are the wave amplitude, wave
number, wave frequency and the initial water depth,
respectively.

A dissipation zone is used for damping the wave
amplitude at the right end of the tank. In this dis-
sipation region, a friction source term is added to
the vertical velocity component within the momen-
tum equation. In order to avoid the velocity damping

in the uniform horizontal flow, the damping force in
the horizontal direction was not considered.

The dimensions of the OWSC model and the wave
tank were similar to the ones described in [3] and a
2D schematic is shown in Fig. 1. The SPH particles
were initially placed on a grid of squares with initial
spacing of l0 = 0.022 m and l0 = 0.033 m for 2D
and 3D simulations, respectively. In both cases the
SPH smoothing length was set to h = 1.5l0 and the
boundary particles were placed with the spacing of
l0/3.

Figure 1: A two–dimensional schematic of the wave tank
and the OWSC model. the dimensions are in meter.

The wavemaker was calibrated to produce regular
waves with a 0.12 m wave height and a 2 s period.
Figures 2 and 3 show snapshots of 2D and 3D SPH
simulations at various times, respectively.

Figure 2: 2D SPH simulation of wave impact on an
OWSC. Particles are coloured by their pressure.

By comparing Figs. 2 and 3 it can clearly be
seen that after the incoming wave interacts with the
OWSC, the flow is no longer 2D around the flap.
Hence a 2D simulation is not sufficient to accurately
predict the rotation of the flap. In order to scruti-
nise this further, the time variation of the flap angle
is compared with experimental data obtained in the
wave tank of Queen’s University Belfast in Fig. 4.
As illustrated in Fig. 4, the maximum angle of

rotation of the flap is under-estimated by 2D simu-
lations whereas 3D simulations were able to capture
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Figure 3: 3D SPH simulation of the interaction between
incoming waves and an OWSC. Particles are coloured
with their pressure.

Figure 4: Comparison between angle of the flap from
2D and 3D simulations with experimental data.

the angle of flap more accurately.

In order to investigate the performance of OSWCs,

it is crucial to understand and to accurately predict
the wave loading on them. To do so, 13 pressure
transducers were mounted on the front face (toward
the wavemaker) of the device during the experiments.
The initial locations of the transducers are given in
Tab. 1. The position along the transverse Z axis is
measured from the centre of the device.

Table 1: Initial position of the pressure transducers on
the front side of the OWSC.

Pressure Transducer pos Y [mm] pos Z [mm]

PT1 0.6655 0.4680

PT2 0.4820 0.4680

PT3 0.7615 0.3640

PT4 0.6195 0.3640

PT5 0.4360 0.3640

PT6 0.6808 0.2600

PT7 0.5280 0.2600

PT8 0.7615 0.1560

PT9 0.6195 0.1560

PT10 0.4360 0.1560

PT11 0.7365 0.0520

PT12 0.6502 0.0520

PT13 0.4973 0.0520

Figures 5 and 6 show the time history of the pres-
sure obtained with the 2D SPH simulations at the
pressure transducer locations on the OWSC. Except
at the pressure transducer 2 where both 2D and 3D
simulations match, 3D results show very agreement
with experimental data in all the other cases. The
slight discrepancies between numerical estimations of
the maximum pressure peaks and the experimental
data are due to their stochastic nature and to the
lack of exact repeatability of the experiments.

Figure 5: Time history of pressure variation at sensor
PT2 in table 1.

Final Remarks

In this paper, a modified SPH method utilising a par-
ticle pair–wise Riemann solver in calculating density
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Figure 6: Time history of pressure variation on sensor
PT11 in table 1.

filed was used to study the wave impact on an Os-
cillating Wave Surge Converter. In addition to cap-
ture the turbulent characteristics of the problem the
Lagrangian form of the RANS k − ε model was in-
cluded in the SPH equations. It was observed that
the 3D SPH simulations resulted in a more accurate
estimation of the pressure peaks on the OWSC. In
addition, the time variation of the angle of rotation
of the OWSC was in closer agreement with the ex-
perimental data for 3D simulations compared to the
2D simulations. The same comment applies for the
total torque exerted on the flap around the hinged
position (not shown here - see [11]). Themain conclu-
sion is that 3D simulations are essential to accurately
estimate the loads on the OWSCs. 3D simulations
with finer resolutions are currently being performed
to study the effect of SPH particles size on the angle
of rotation of the flap and the pressure exerted on the
pressure sensors.
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Background – Froude-Krylov theory 
The operating principle of a distensible-tube WEC (wave energy converter) was first described at the 
2006 Workshop [1], making the traditional Froude-Krylov assumption that the diffracted and radiated 
waves are negligible compared with the incident wave. An infinitely-long device, perpendicular to the 
wave crests, was assumed to have reached a steady state, and was analysed in the classical way ([2] 
Art.250) in a frame of reference moving with the water and bulge wave, in which the flow is steady. It 
was concluded that the pressure in the bulge wave became an increasingly large multiple of that in the 
water wave, as the water wave speed approached the free bulge wave speed. It is this resonant 
interaction which is exploited in a distensible-tube WEC, to concentrate water wave energy in a bulge 
wave. In the 2007 Workshop [3] experimental results were presented, confirming the operating 
principle, and investigating how the energy in the bulge wave might be extracted by means of a power 
take-off at the tail end of the device. 
 
This Froude-Krylov analysis is extended in [4], by introducing a linear dissipation term in the elastic 
properties of the tube, intended to describe a power take-off distributed over the whole length of the 
device, rather than at the tail end of it. In this way the device can be made much longer – until the 
water wave energy starts to decay towards the tail of the device (i.e. the Froude-Krylov approximation 
breaks down – the threshold of this being established in [4]). See [5], figure13. 
 
From an engineering point of view, it is highly advantageous to replace the linear dissipation term 
with a non-linear hysteresis loop, in which the pressure excursions are limited to a finite value, saving 
the tube from over-pressurisation in extreme conditions. See figure 1 below – the elliptic pressure-
distension characteristic produced by a linear dissipation term becomes a parallelogram. 
 
 
                                                                     distension 
 
 
 
 
 
 
 
                                                                                                                      pressure 
 
 
 
 
 
 
 

Figure 1. Linearising the pressure-distension characteristic 

                                                      
1 Presenting author 
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In [4], an infinitely long device is considered in regular waves, and the linear dissipation is set so that 
the maximum pressure in the bulge wave is this pressure limit, as shown in figure 1. The power of the 
device can then be estimated as that dissipated by the linear dissipation term. In this way the power is 
obtained as a function of the pressure limit, and the water wave period and amplitude. It is then 
possible to consider irregular water waves on the narrow-bandwidth assumption, in which each 
individual wave is assumed to produce the same power as a member of a regular wave train of the 
same amplitude and period. The average power then follows from the Rayleigh distribution of wave 
amplitudes, and can be optimised by adjusting the pressure limit (up to a maximum value given by the 
strength of the tube). The result of this calculation is given in [4]: a 600m long device of 5m2 cross-
section in the Benbecula wave climate produces an annual-average pneumatic power of 500kW. 
Maximum power, set by the strength of the tube (max bulge wave pressure = ±0.25bar), is 1200kW. 
 
 
Device design 
Two different designs for such a device are outlined in [4]. The simpler of these (although probably 
not the most economic) has a tube arranged with high-pressure pneumatic rams across it, as shown in 
figure 2 below. 
  
 
 

 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 2. Section of distensible-tube WEC with distributed power take-off 
 
 
The rubber tube is reinforced in the circumferential direction only, so the device can readily “snake” 
horizontally and vertically. Longitudinal pressure loads are carried by the mechanical linkage (0.3m 
diameter tubular steel members linked by spherical bearings, 1m between centres), which also 
transmits the circumferential pressure load in the tube to the pneumatic rams (maximum stroke  
±0.9m, 1.4m between centres). It is these rams which provide the required distensibility of the tube, 
by virtue of the compressibility of the air in them. They have 7cm rod diameter and 17cm outer 
cylinder diameter (see [4], .IGS files – the bore diameter is 14cm), so their pressure amplification 
factor is 1.8×1.4/{π(0.142 – 0.072)/4} = 220. The required 0.0024kPa-1 tube distensibility (see (5)) 
implies that for each kPa increase in tube pressure (or 220kPa increase in air pressure), the fractional 

Inelastic 
(tyre-like) 
rubber tube 

Pneumatic 
rams (air 
lines not 
shown) 

Mechanical 
linkage 

Spherical 
bearing 
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increases in cross-sectional area is 0.0024, which is an increase in tube diameter of 1.8×0.0024/2 = 
0.0022m. This corresponds to a ram stroke of 0.0022π, which gives a fractional decrease in air 
volume of 0.0022π/0.9 = 0.0077, and thus a fractional increase in air pressure of 0.0077γ = 0.011, 
assuming adiabatic air behaviour with γ = 1.4. The static air pressure must therefore be 220/0.011 = 
20,000kPa = 200 bar. It produces a static tube pressurisation of  20,000/220 = 90kPa, which is rather 
greater than the 50kPa specified in [4], but this can be remedied by pressurising the lower 
compartments in the rams, and inter-connecting them with flexible air lines. 
 
The air pressure in the upper compartments of the rams is limited by one-way valves, communicating 
(via short flexible jumper hoses) to low and high pressure flexible lines running the whole length of 
the device. These have sufficient internal diameter (10cm appears suitable) to limit flow losses, and 
also to enable them to act as pneumatic accumulators, smoothing the power flow. The whole device is 
single-point-moored from a small mooring buoy (conventional CALM type, or vertically-tethered), 
which also terminates the low and high pressure lines, just like the oil lines from a single-point-
moored tanker. The air turbine between the two lines, like the control systems to regulate their 
pressure difference, is mounted on the buoy – the device itself is entirely passive, with no electrical 
systems. 
 
 
Physical model testing 
The concept of a distensible tube wave energy converter with a distributed power take-off is not one 
that seems to have been tested in the laboratory, although preliminary experiments have been carried 
out [6] with a view to using electro-active polymers. In this section we propose an experiment using a 
model which is designed to mimic the behaviour of the full-scale device described above, but which 
differs from it for various practical reasons. A scale model that incorporates a pneumatic system 
similar to that of the prototype is a feasible option, and would clearly have to feature in any 
subsequent programme of development. Careful design of the model rams could deliver both the 
appropriate static force across the tube, and the appropriate distensibility. But the purpose of the tests 
proposed here is to demonstrate feasibility in the simplest way (as in an earlier case [7]), without the 
complexity and expense of large numbers of inter-connected pneumatic rams operating at high 
pressure.  
 
Accordingly, in the proposed model the rams are replaced by steel extension springs inside circular 
bellows. A sketch of one section of the laboratory model is shown in figure 3 below, with part of the 
bellows removed to reveal the tensioning spring inside. The longitudinal mechanical linkages of the 
full-scale device are replaced by upper and lower pipes which have sufficient bending stiffness to 
maintain the shape of the tube over the short gap between adjacent springs, while still allowing it to 
flex in the vertical and horizontal planes with the external wave motion. The bellows terminate 
internally with opposing one-way valves so that as the tube expands and contracts, they pump air (at a 
positive pressure relative to that of the water in the tube) through the same pipes, around a circuit 
which, as in the full-scale device, includes the power take-off (not shown here). In figure 3, arrows 
indicate the air flow in opposite directions in the two pipes. Outline calculations indicate that this 
arrangement is practicable at a scale of about 1:6. 
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Full-scale demonstration 
Because the device uses a conventional single-point mooring buoy (to which it is attached in the 
conventional way, with a nylon hawser), there is no need to demonstrate that part of the system. 
Instead, the device can be towed behind a small tug, or fishing trawler. This is much more convenient 
than installing it in a fixed test site, such as EMEC in Orkney. As well as the nylon hawser, the tug 
can take over the stern the low and high pressure pneumatic hoses. The turbine between them, and the 
electrical generator, can then be mounted on the tug, together with the control machinery. 
 
In this way the performance of the device can be demonstrated in waves up to the highest from which 
power is required (viz. Hs = 10m, see [4]). Survivability in waves above that can be deduced from the 
physical model tests.  
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Figure 3. One section of the laboratory model of the device. Expansions and 
contractions of the tube cause the bellows to pump air along the pipes above and 

below, delivering a steady flow of air through the power take-off. 
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Introduction and aim of the work

Deployment of wave energy converters (WECs) in
large arrays is envisaged as a fundamental market ac-
celeration strategy towards the commmercialisation
of wave energy systems. When working together in
an array, WECs can interfere either in a construc-
tive or a destructive manner, depending on the dis-
tance between the elements (Budal, 1977; Falnes,
1980; Thomas & Evans, 1981; Mavrakos & McIver,
1997; Thomas, 2008; Garnaud & Mei, 2009; Babarit,
2010; Falnes & Hals, 2012). In this paper we shall
consider an array of large devices known as Oscil-
lating Wave Surge Converters (OWSCs). The lat-
ter are flap-type WECs hinged on a bottom founda-
tion and pitching under the actions of incident waves
in the nearshore (Whittaker & Folley, 2012). In or-
der to investigate the behaviour of an in-line array
of many identical WECs, four quantities are essen-
tial: the incident wave amplitude and wavenumber,
A and k respectively, the characteristic width of the
elements w and the spacing a. Several parameters
can be formed from those quantities which are fun-
damental in defining the regime of the system: A/w,
kw, ka. First, in this paper we shall restrict our anal-
ysis to small-amplitude waves, for which A/w � 1.
Within this assumption, the behaviour of the sys-
tem can be described by recurring to the linearised
versions of the inviscid-irrotational equations of mo-
tion (potential-flow model, see for example Mei et
al., 2005). This hypothesis rules out the occurrence
of vortex-shedding and nonlinear diffraction effects,
which are currently being investigated with the aid of
computational fluid dynamic models (Rafiee & Dias,
2012). Yet the linearised potential-flow model encom-
passes a number of cases of practical interest (Mei et
al., 2005) and is worth investigating. Another funda-
mental parameter to characterise the system regime
is the product kw between the wavenumber of the
incident wave and the characteristic width of a single
device. Several existing analytical models are indeed

∗
Presenting author

applicable to the OWSC in the limiting cases kw � 1
and kw � 1. The first case corresponds to the so-
called “point-absorber” approximation (Budal, 1977;
Falnes, 1980), while the second one refers to the “line-
absorber” limit (Falnes & Hals, 2012). However, con-
sidering a characteristic OWSC width w � 30m and
a characteristic wavelength λ = 2π/k � 100m, yields
kw = O(1), which falls outside the limits of applica-
bility of the aforementioned theories. Recently, new
models have been generated to investigate the be-
haviour of an OWSC in a channel (Henry et al., 2010;
Renzi & Dias, 2012), an infinite array of OWSCs
(Renzi & Dias, 2013a) and a single OWSC in the open
ocean (Babarit et al., 2012; Renzi & Dias, 2013b).
However, the analysis of a finite array of OWSCs
seems to not have been undertaken yet. Indeed sev-
eral theoretical models are available concerning the
interactions in an array of floating bodies (see for
example Kagemoto & Yue, 1986; Mei et al., 1994;
Mavrakos & McIver, 1997; Newman, 2001; Adamo
& Mei, 2005; Siddorn & Eatock Taylor, 2008), some
of them relying on simplifying assumptions on the
parameter ka. For ka � 1, the spacing between the
elements can be neglected without appreciable conse-
quences, as shown by Adamo & Mei (2005) for an ar-
ray of closely-spaced flaps designed to protect Venice
from flooding. On the other hand, when ka � 1 the
wide-spacing approximation can be applied, for which
radially outgoing waves are approximated as plane
waves (Mavrakos & McIver, 1997). In the interme-
diate case ka = O(1), which corresponds to the sit-
uation investigated here, interference effects between
the elements of the array must be appropriately ac-
counted for.

In this paper, we devise a new semi-analytical
model for a finite array of OWSCs by extending the
theory of Adamo & Mei (2005) to the case ka = O(1)
and combining it with the semi-analytical approach
of Renzi & Dias (2013b). Applications will be shown
for the case of two in-line converters; investigations
of a larger number of converters is not shown here
for the sake of brevity, but will be presented at the
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Figure 1: Geometry of the system.

Workshop.

Mathematical model

Referring to figure 1, consider a finite number N of
OWSCs in an ocean of depth h, all aligned along the
y axis. Each converter is modelled as a rectangular
box of width w, pitching about a hinge at depth z =
−h + c. Following Adamo & Mei (2005) and Renzi
& Dias (2012, 2013a,b), the thickness of the flap is
assumed to be immaterial. Let the x axis denote the
offshore coordinate and the centre of the system O be
on the axis of symmetry of the system. Assume that
all the converters have identical geometry and are
separated by the same distance a (see again figure
1). Incident waves of small amplitude A � w are
incoming from the right and set the converters into
motion, which is then transformed into useful energy
by means of generators linked to each OWSC. Within
the limits of a linearised potential-flow theory, there
exists a velocity potential Φ(x, y, z, t) which satisfies
the Laplace equation:

∇2Φ = 0 (1)

in the fluid domain, being ∇f = (f,x, f,y, f,z), where
subscripts with commas denote differentiation with
respect to the relevant variable. On the free surface,
the kinematic-boundary condition

Φ,tt + gΦ,z = 0, z = 0 (2)

is applied, g being the acceleration due to gravity. In
addition, absence of vertical flux is required at the
bottom:

Φ,z = 0, z = −h. (3)

Finally, let θn(t) be the angle of rotation of the nth
converter, positive if anticlockwise; then the bound-
ary condition on each OWSC writes:

Φ,x = −θn,t(t)(z + h− c)H(z + h− c), onLn. (4)

In the latter expression, Ln indicates the contour of
the nth flap and the Heaviside step functionH is used

to assure absence of flux through the bottom founda-
tion. For time-harmonic oscillations, the boundary-
value problem (1)–(4) is solved in terms of the ve-
locity potential Φ by applying Green’s integral the-
orem in the fluid domain and by expanding the un-
known jumps in potential across the flaps in terms of
the Chebyshev polynomials of the second kind. Such
method is an extension of that applied by Renzi &
Dias (2012, 2013a,b) and will not be detailed here for
the sake of brevity. Once the potential is known, the
motion of the bodies can be fully characterised. The
equation of motion of the nth body in the frequency
domain is

[−ω2(I + μnn) + C − iω (νnn + νpto)
]
Θn

−
N∑

m=1

′ (ω2μmn + iωνmn

)
Θm = Fn. (5)

In the latter, I is the flap moment of inertia, C the
flap buoyancy torque, νpto the damping coefficient of
the generators, μmn and νmn are, respectively, the
added inertia and radiation damping of body n when
body m is moving, Fn is the exciting torque on body
n, and finally Θn is the complex amplitude of rotation
of body n. The prime on the sum indicates exclusion
of the term m = n. Expression (5) is a linear sys-
tem of equations for the unknowns Θn, n = 1, . . . , N .
Once the Θn are all known, the total generated power
is determined as

P =
N∑

n=0

ω2

2
νpto

∣∣Θ2
n

∣∣ . (6)

Finally, the performance of the system is measured
with the interaction factor q = P/(NPiso) which is
the ratio between the total power captured by the
array and the power captured by N isolated ele-
ments (Budal, 1977), for given period of the inci-
dent wave. Noting that q hides the real amount of
absorbed power, Babarit (2010) introduced a modi-
fied performance evaluator, defined as qmod

n = (Pn −
Piso)/maxT (Piso), where Pn is the power output by
the nth body in the array and the maximum is taken
over the selected period interval. When qmod

n > 0, in-
terference effects increase the absorbed power by the
nth element with respect to the isolated case. In the
following, an application will be shown for the case
of two in-line converters.

Results

In this section, results are shown for a system of two
in-line OWSCs. Parameters are: w = 26m, c = 4m,
h = 13m, a = 30m. The damping coefficient has
been optimised to yield the maximum power possible
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-4

0

4

8

12

16

5 7 9 11 13 15

μ'
 (

K
g 

m
2 )

x 107

T' (s)

11 = 22
12 = 21
Single
Inf. array

Figure 3: Reflexive (μ11 = μ22) and mutual (μ12 =
μ21) added inertia torque.

with given I and C (note that this does not corre-
spond to body resonance). Normally incident sinu-
soidal waves are considered. Since the configuration
is symmetric with respect to y = 0, both flaps have
the same hydrodynamic parameters. In figures 2–5,
the exciting torque, the added inertia torque, the ra-
diation damping, the q and qmod factors are shown
versus the period of the incident wave, together with
the relevant curves for an infinite array (Renzi &
Dias, 2013a) and a single flap (Renzi & Dias, 2013b).

In addition to observing that, as expected, the
values of the exciting torque are in between those of
a single flap and an infinite array, the following com-
ments can be made:

• A near-resonant mechanism is identified: F at-
tains its maximum value near the first resonant
period of the infinite array system (see Renzi
& Dias, 2013a). Due to damping associated to
wave spreading towards infinity, the peak excit-
ing torque for the finite array is lowered and
shifted towards larger periods (see also Sam-
marco & Renzi, 2007, for a similar mechanism).

• The curves of the reflexive added inertia and
damping terms, μnn and νnn respectively, super-
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Figure 4: Reflexive (ν11 = ν22) and mutual (ν12 =
ν21) radiation damping.
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impose to those of a single flap in the open ocean.
The mutual terms μnm and νnm are larger in
short waves and decay in long waves (Babarit,
2010).

• As expected (Falnes, 1980; Mavrakos & McIver,
1997; Babarit, 2010), the q factor curve shows
regions of constructive interaction (q > 1), as
well as regions of destructive interaction (q <
1). The behaviour of the curve resembles that of
the exciting torque. This shows that the OWSC
hydrodynamics is governed by diffraction (Renzi
& Dias, 2012, 2013a,b).

• Regions where q > 1 correspond to qmod > 0.
This means that for two in-line OWSCs, con-
structive interference is usually accompanied by
an actual increase of absorbed power. Such re-
sult is not obvious and does not yield for systems
of other converters (see Babarit, 2010).

• max q � 10% for T � 7 s, indicating that the
power output of each converter is� 10% larger in
the array then when acting isolated (i.e. “1+1 >
2”).
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Final Remarks

We provide a new semi-analytical solution for a finite
array of in-line Oscillating Wave Surge Converters.
Calculations for a system of two flaps show that con-
structive interference is possible for certain periods
of the incident wave field. We also show that in an
array of OWSCs the strongest constructive interac-
tion is accompanied by the largest system efficiency.
This does not yield in general for systems of other
devices (see Babarit, 2010). Future applications will
consider more populated systems and will aim to in-
vestigate the occurrence of trapped modes similar to
those found by Mei et al. (1994) for a system of flap-
type gates.
This work has been funded by Science Foundation

Ireland (SFI) under the research project “High-end
computational modelling for wave energy systems”.
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Introduction

The work presented in this paper is the continuation of work previously presented at the IWWWFB by Edmund

et al. (2011). The goal of this research is to find a method that provides the solution in the entire fluid domain

of the Navier-Stokes problem, while being more computationally efficient than existing methods that require

full field discretization. To achieve this goal, we use a velocity decomposition where the total velocity vector

is expressed as the sum of an irrotational component and a vortical component. The majority of the flow in

the fluid domain is irrotational and can be expressed as the gradient of a potential field. Rotational flow will

be confined to the boundary layer near the body, the wake region downstream of the body, and the turbulent

regions associated with breaking waves. It is well known that the potential which satisfies a zero-normal flow

condition on the body (the inviscid potential) does not satisfy the real viscous flow problem even in the regions

away from the body where the flow is essentially irrotational. This is almost entirely due to viscous effects near

the body. Therefore, we seek a formulation for the viscous potential which incorporates the effects of viscosity

in a general manner.

The work in Edmund (2012) applied velocity decomposition to the steady, non-lifting flow over deeply-

submerged bodies at a wide range of Reynolds numbers. The ultimate goal of the current research is to apply

our approach to free-surface problems. The flow over a body under a free surface is almost always asymmetrical

which presents challenges for our approach. To address these issues we began by investigating the steady flow

over a 2-dimensional, deeply-submerged NACA0012 airfoil which also has an asymmetrical velocity field

around the body and in the wake. It is expected that the results presented at the Workshop will include a free

surface, and a comparison to Duncan’s experiments (1983) will be made.

Velocity Decomposition

We seek a velocity decomposition that provides a potential field which satisfies the real fluid problem in the

region of space where the total velocity has no rotation. To arrive at a formulation for the viscous potential, we

start with the decomposition of the total velocity vector, u, as the sum of the gradient of the viscous potential,

∇ϕ , and a vortical component, w.

u = ∇ϕ +w (1)

If a viscous potential is found that delivers a vortical velocity field which vanishes with the vorticity vector, then

the total velocity can be described completely by the gradient of the viscous potential outside of the vortical

regions.

u = ∇ϕ (2)

This opens the possibility to solve the governing equations for the viscous flow (Navier-Stokes, Reynolds-

averaged Navier-Stokes, etc.) on a reduced fluid domain and to use the gradient of the viscous potential as a

Dirichlet condition on the outer boundary of this reduced discretization. With this approach, the reduced fluid

domain only needs to contain the regions where the vortical velocity is non-zero.

As mentioned in the introduction, the viscous potential, ϕ , is different from the inviscid potential, φ . The

inviscid potential satisfies the kinematic condition of zero normal flow on the body, while the viscous potential

will satisfy a modified Neumann boundary condition that is not necessarily zero on the body. To derive this

condition we start with the no-slip body boundary condition that the total velocity vector must satisfy.

u = 0 = w+∇ϕ on the body (3)

or

∇ϕ =−w on the body (4)
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Dotting both sides with the body normal vector we obtain:

∂ϕ
∂n

=−w ·n =−wn on the body (5)

Following Morino (1986), we use the principle of conservation of mass to obtain an expression for the

rotational contribution to the body boundary condition for the viscous potential. The divergence operator and

the vortical velocity are expressed in a local coordinate system consisting of a normal vector n and two in-plane

tangent vectors, t1 and t2. If the total velocity is solenoidal and the viscous potential satisfies the Laplace

equation then the divergence of the vortical velocity must be zero:

∇ ·u = ∇ ·w+∇2ϕ︸︷︷︸
=0

= ∇ ·w =
∂wn

∂n
+

∂wt1

∂ t1
+

∂wt2

∂ t2
= 0 (6)

This equation is then integrated in the normal direction out to a distance δ .

wn(0) =
∫ δ

0

[
∂wt1

∂ t1
+

∂wt2

∂ t2

]
dn+wn(δ ) (7)

The result is the expression for the normal component of the vortical velocity on the body surface. Combining

Equations 5 and 7 results in the body boundary condition for the viscous potential.

∂ϕ
∂n

=−
∫ δ

0

[
∂wt1

∂ t
+

∂wt2

∂ t2

]
dn−wn(δ ) on the body (8)

We seek a decomposition in which the vortical velocity vanishes with the vorticity as one moves away

from the body (in a normal direction). This means that for a distance δ that lies far enough away from the

body such that the vorticity is negligible, the decomposition will provide a vortical velocity which is zero at δ .

Consequently, Equation 9 gives the body boundary condition for the viscous potential.

∂ϕ
∂n

=−
∫ δ

0

[
∂wt1

∂ t
+

∂wt2

∂ t2

]
dn on the body (9)

We use Equation 2 to specify the Dirichlet condition for the viscous flow on the inlet and lateral (far-field)

boundaries of a reduced computational domain. However, from Equation 9 it is apparent that knowledge of

the vortical velocity is required in order to calculate the body boundary condition. We approach this with an

iterative strategy. The inviscid potential is initially used to set the Dirichlet condition for the viscous flow. Then

the solver iterates between the viscous flow solver and the potential solver until a converged solution is reached.

The vortical velocity at δ , wn(δ ), in Equation 8 is initially non-zero but is driven to zero as a consequence of

the iterative scheme.

The vortical velocity evolves in the wake downstream of the body. A source distribution downstream of

the body is used in order to include the effects of the vortical wake. The source distribution in the wake also

satisfies Equation 9.

Potential Flow Solver

We solve the viscous potential problem using a boundary element method satisfying the body boundary con-

dition for the viscous potential given in Equation 9 as well as the far-field radiation condition. We use a

combination of flat, 2-dimensional source and vortex panels. The vortex panels have a linearly varying strength

while the source panels have constant strength. The Kutta condition is met by requiring the vortex strength

at the trailing edge to be zero. In the usual manner, a system of linear equations is developed to solve for the

unknown vortex strengths by collocating at the center of each panel and satisfying the inviscid zero normal

flow velocity condition. Similarly, the unknown source strengths are determined by forming a separate system

of linear equations by collocating at the center of each panel and satisfying the body boundary condition for

the viscous potential from Equation 9. The systems are directly solved using LAPACK, an open-source linear

algebra package.

The lifting problem introduces a new challenge that we have not encountered before. In previous work we

have only dealt with non-lifting bodies where the body is symmetric with respect to the onset flow which results

in a symmetric flow around the body as well as a symmetric wake downstream. We include the vortical effects

of the symmetric wake by placing a source distribution from the trailing edge to the end of the computational
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domain. However, in a lifting problem the vortical wake is not symmetric and we must adjust our model to

include this asymmetry. To do this we use two source distributions separated by a small distance, usually less

than 1% of the chordlength which is illustrated in Figure 1. The boundary condition for the upper wake source

distribution integrates the vortical velocity in the positive vertical direction while the boundary condition for

the lower wake source distribution integrates the vortical velocity in the opposite direction. The non-physical

source distributions in the wake region cause no difficulty because the velocities due to the viscous potential

are only evaluated outside of the rotational region of the flow.

Viscous Flow Solver

The viscous fluid equations are solved using OpenFOAM, a finite-volume, open-source CFD package. The

steady fluid equations are solved using the SIMPLE algorithm. The Spalart-Allmaras turbulence model with

wall functions is used when needed. It is also important to mention that the potential flow panel method uses

the same discretization of the body as the viscous flow solver.

Results

Results are computed for a deeply-submerged NACA0012 airfoil at 0−7◦ angles of attack. Since a comparison

with Duncan’s experiments (1983) is the ultimate goal, we use a Reynolds number of 160,000 and a chordlength

of 0.202 m. The velocity decomposition result is computed on a reduced size grid which has inlet and lateral

(far-field) boundaries at 5 chordlengths from the body with 27k cells. For comparison, a conventional RANS

result is computed on a grid with boundaries located at 100 chordlengths with 44k cells. To be consistent the

two domains share the same geometry in overlapping regions and both have downstream boundaries located 250

chordlengths downstream. The surface of the airfoil is discretized into 100 flat panels. Velocity profiles at the

quarter-chord, mid-chord, trailing edge and one chordlength downstream are shown in Figures 3 and Figures 4

for angles of attack of 3◦ and 7◦, respectively. The velocity decomposition result has excellent agreement

with the RANS calculation on the large domain. Figure 2 shows the lift coefficient calculated from the RANS

result across a range of angles of attack. Experimental values from Jacobs and Sherman (1937) are included

in Figure 2 for a slightly higher Reynolds number of 170,000. Again, the agreement between the large domain

result and the velocity decomposition is very good, within 0.25%

Conclusion

Our velocity decomposition approach has been successfully applied to solve for the real viscous flow over a

deeply submerged NACA0012 airfoil. The next step is to include free-surface effects. We expect to present

results for the free-surface flow over a NACA0012 airfoil at the Workshop.
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Figure 3: Velocity profiles calculated for a NACA0012 airfoil at 3◦ angle of attack computed using velocity

decomposition, compared to the large domain (RANS) result.

-0.4

-0.2

 0

 0.2

 0.4

 0  0.5  1  1.5  2  2.5

z
 /

 c

u / U
0
 + x / c 

Velocity Decomposition

Large Domain RANS

Figure 4: Velocity profiles calculated for a NACA0012 airfoil at 7◦ angle of attack computed using velocity

decomposition, compared to the large domain (RANS) result.
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1) Introduction

We consider a simple three-dimensional body entering vertically a liquid surface on which a regular
wave propagates. As a simple body, an elliptic paraboloid is chosen. It is defined by two curvature
radii at its initial contact point. The Wagner problem is posed in terms of the displacement
potential and Galin’s theorem is used to provide an analytical solution. Comparisons are done
with experimental results.

2) Boundary value problem

The linearized boundary value problem (BVP) is formulated in terms of the displacement po-
tential φ ⎧⎪⎪⎨

⎪⎪⎩
Δφ = φ,xx + φ,yy + φ,zz = 0 z < 0
φ = 0 z = 0, (x, y) ∈ FS(t)
φ,z = −h(t) + f(x, y) − η(y, t) z = 0, (x, y) ∈ D(t)
φ → 0 (x2 + y2 + z2) → ∞,

(1)

where the regions FS(t) and D(t) are disconnected parts of the plane z = 0 and correspond to the
free surface and the wetted area of the body, respectively. A closed curve, which separates the
regions FS(t) and D(t), is denoted Γ(t) and is referred to as the contact line. The body shape is
represented by the equation z = f(x, y), where f(x, y) is a smooth positive shape function, h(t) is
the penetration depth of the body into the liquid and η(y, t) represents the propagating wave along
the y axis as illustrated below

y tη(  ,  )

W

z

wave propagation

y

The draft of the elliptic paraboloid is H. Its equation in a local coordinate system (X,Y,Z)
attached to the body is

f(X,Y ) =
X2

2Rx

+
Y 2

2Ry

(2)

where (Rx, Ry) are the curvature radii at the initial contact point. The wave is described in a fixed
coordinate system attached to earth

η(y, t) = C (cos(κy − ωt + θ) − 1) (3)

This is an Airy wave of amplitude C propagating along the y axis. By tuning the phase θ, we
can manage to get a crest at time t = 0 and at the origin y = 0. We consider the first instant of
penetration and duration of penetration (until separation of the flow at the top of the shape) is
much smaller than the period of the wave T = 2π

ω
. The circular frequency ω is related to the wave

number κ by using the dispersion relation in infinite depth ω2 = gκ, with g = 9.81m/s2. We first
choose the phase θ = 0 and we expand the shape of the wave for small time and around the origin
of the coordinate system, yielding

η(y, t) =
1

2Rv

y2 −
Vϕ

Rv

ty +
V 2

ϕ

2Rv

t2 + higher order terms (4)
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where Rv = 1

Cκ2 is the curvature radius of the wave and Vϕ = ω
κ

is the phase velocity. The Neumann
condition of BVP (1) reduces to

φ,z = −h(t) +
x2

2Rx

+
y2

2Ry

+
y2

2Rv

−
Vϕ

Rv

ty +
V 2

ϕ

2Rv

t2 (5)

The equivalent curvature radius R̃y is introduced

R̃y =
RvRy

Rv + Ry

(6)

It is worth noting that new curvature radius might be smaller than Rx, even though the radius Ry

is originally greater than Rx. As an example if Ry = 2m and Rx = 0.75m, the inequality R̃y < Rx

holds as soon as Rv < 1.2m. We use the following change of variables

x̃ = x, ỹ = y −
R̃yVϕt

Rv

, h̃ = h −
1

2

V 2
ϕ

Rv + Ry

t2 (7)

with the help of which the Neumann condition can be arranged as follows

φ,z = −h̃(t) +
x̃2

2Rx

+
ỹ2

2R̃y

(8)

which is a canonical form in order to apply Galin’s theorem as described in Scolan and Korobkin
(2012). The boundary problem with the condition (8) is equivalent to the problem of impact of a
fictitious elliptic paraboloid onto initially flat free surface without waves. The fictitious paraboloid
is different from the original one by the radius of curvature in y-direction and increased verti-
cal displacement of the body. It should be noted that h̃(t) contains an additional contribution

−1

2

V 2
ϕ

Rv+Ry
t2 = −1

2
Gt2 which decreases the vertical acceleration. The dissymmetry of the entry due

to the propapating wave appears in the translational motion
R̃yVϕ

Rv
t = vt.

3) Expansion of the wetted surface

The displacement potential reads

φ(x, y, t) = −
2h̃b

3E(e)

(
1 −

x̃2

a2
−

ỹ2

b2

)3/2

(9)

where implicitely the wetted surface is elliptic with aspect ratio k and (a, b) are the lengths of its
major and minor semi axes respectively. The following identities are useful

2h̃ḃ = ˙̃hb,
ḃ

b
=

ȧ

a
(10)

They follow from the application of Galin’s theorem and the fact that
R̃y

Rx
is a constant in time.

The relations between the sizes of the wetted surface and the data of the problem are the following

b = ka =

√
2R̃yh̃

(
2 − k2

D

E

)
, a =

√
2Rxh̃

(
1 + k2

D

E

)
= ao

√
h̃ (11)

where K(e), E(e) and D(e) = (K(e) − E(e))/e2 are the standard Elliptic Integrals. Those are
functions of the eccentricity e =

√
1 − k2 only. The aspect ratio k is given by

k2
γ =

√
R̃y

Rx

= k2 1 + k2D/E

2 − k2D/E
(12)
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In order to validate these results, we use the experimental data base obtained during the campaign
described in Scolan (2012). A regular wave is generated with amplitude C = 0.048m and period
T = 0.98s. The curvature radius is Rv = 1.186m. The corrected curvature radius appearing
after asymptotic expansion is R̃y ≈ 0.745m quite similar to the curvature radius along the x
direction which is Rx ≈ 0.75m. We expect that the wetted surface in expansion is circular. Among
the instrumentation used in the set-up, an immersed camera records the expansion of the wetted
surface at the sampling frequency 200Hz. The obtained pictures are shown below for the initial
stage of penetration.

To sum up the results, we compare in the figure below the time variations of the length of the semi
axes a and b given by equations (11).
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4) Local and global loads

The pressure is calculated from the second derivative in time of the displacement potential.

p = −ρφ,t2 (13)

After some algebra and by using the idendities (10), we arrive at

p =
ρ

E
√

F

(
ṀF +

1

2
MḞ

)
(14)

with

F = 1 −
x2

a2
−

(y − vt)2

b2
, M = 2h̃

(
ḃ +

v(y − vt)

b

)
(15)

The first order force follows from the integration of the pressure on the wetted surface. However
the boundary condition on the free surface and the continuity of the displacement potential (and
its derivatives) through the contact line, lead to the following expression of the vertical force

Fz = −ρ
d2

dt2

∫ ∫
D(t)

φdxdy (16)

By using (9), it is finally obtained

Fz =
4πρ

15E
k2a3

o

d2

dt2

[
h̃5/2

]
(17)

The time varitaion of Fz is plotted below.
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As usual the first order approximation overpredicts the force. If the experimental velocity and
acceleration are introduced in the theoretical force formulation, it is observed the influence of the
actual kinematics. Before separation occuring at t ≈ 0.04s, the error is about 20 %. The Modified
Logvinovich Model of the pressure must hence be used. Then the numerical integration of MLM
pressure reduces the discrepancy.
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1. INTRODUCTION 
Splashing following the collisions of liquids or 
granular materials is often observed in a variety of 
natural and engineering problems, such as plunging or 
breaking water waves, liquid droplets impacting on a 
free surface or a thin film of the same liquid, etc.  
Splashing leads to fluid fragmentation and the 
generation of drops and spray as well as fluid aeration. 
These phenomena involve the momentum and energy 
exchanges processes at the air-liquid interface, 
evaporation and air entrainment, cavity, bubbles, 
secondary drops, erosion, noise and sprays. A review 
of this of kind problem was presented by Yarin [1], 
which focused on drop impacts on thin liquid layers 
and dry surfaces. Kiger & Duncan [2] described the 
mechanism of air-entrainment, and Thoroddsen [3] 
centred the discussions on the initial stage of drop 
impact when liquid masses come into contact and 
coalesce. The current mathematical models may not be 
able to cover all the problems mentioned above. 
Nevertheless the formation of the splash jet and its 
effects on the main flow plays a major role in these 
phenomena. The present work aims to shed some light 
along this direction. 

Much of the work on splashing jet has mostly been 
based on experimental observation. Although this has 
greatly improved our understanding, it is still far from 
giving a thorough insight into this phenomenon, 
especially at the initial stage of impacts when physical 
parameters change rapidly. .  

Direct numerical simulations of splashing during 
droplets impacting on liquid layers were performed by 
Weiss [4] and Davidson [5] based on velocity potential 
theory with the boundary integral method and the 
surface tension was included. Their result showed that 
a splash jet might be formed, which moved close to the 
film, leading to the possibility of bubble entrapment. 
Incompressible Navier-Stokes equations with surface 
tension were solved numerically by Josserand & 
Zaleski [6]. The initial stage of a high speed droplet 
impact on a shallow water layer was investigated by 

Howison et al. [7] using the method of matched 
asymptotic expansions, with special attention given to 
the splash jet mechanics. A numerical investigation of 
splashing and wave breaking processes using the SPH 
method was performed by Landrini et al. [8]. Their 
numerical results reflected the experimental 
observations of breaking waves.  

In this study, we investigate impact between two 
liquid wedges of the same density. It is assumed that 
the liquid is inviscid and incompressible, the flow is 
irrotational. When gravity and surface tension forces 
are neglected, the flow is self-similar. Such a 
formulation with fully nonlinear boundary conditions 
may be applicable to two sharp cornered wave crests 
colliding with each other at initial stage, and to other 
similar problems. The integral hodograph method [9, 
10] is employed to derive analytical expressions for the 
complex-velocity potential, the complex-conjugate 
velocity, and the mapping function the physical plan 
and a parameter plan. The problem is reduced to a 
system of integro-differential equations in terms of the 
velocity magnitude and the velocity angle with the 
tangential direction of the liquid boundary. The results 
are presented as streamline patterns and the pressure 
distributions along the symmetry line of the wedge and 
near the root of the splash jet.  It is found  that the 
secondary impact could exist especially if the 
difference between the wedge angles is sufficiently 
large. The implications of such events are discussed. 

 
2. THEORETICAL ANALYSIS AND 
NUMERICAL RSULTS 
Two liquid wedges of half-angles  and move in 
the opposite directions with velocity OV and DV ,  
respectively, and their apexes meet at point A  right 
before the impact at time 0t , where the origin of the 
Cartesian coordinate system x y  is chosen. 
Dynamically, the problem depends on only the relative 
velocity O DV V . Here we consider the case in which 
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we fix OV  and adjust DV  to ensure that A  is the 
stagnation point. A sketch of the problem and the 
definitions of the geometric parameters are shown in 
figure 1a. The liquid wedges are assumed to be 
symmetric about the y axis. For time 0t , a splash 
jet with the tip at point C  appears, which is assumed 
to have evolved form A.  
 

 
Figure 1. Sketch of the collision of two liquid wedges: (a) 
the stationary plane; (b) the parameter plane. 

 
For a constant impact velocity of each liquid 

wedge, the time-dependent problem in the physical 
plane can be written in the stationary plane in terms of 
the self-similar variables / ( )Ox X V t , / ( )Oy Y V t . 
The complex velocity potential 

( , ) ( , , ) ( , , )W Z t X Y t i X Y t  for self-similar flows 
is written in the form 

2( , ) ( )OW Z t V tw z .   (1) 

The problem is to determine the function ( )w z  which 
conformally maps the stationary plane z  onto the 
complex-velocity potential region w . We choose the 
first quadrant of the plane as the parameter region 
to derive expressions for the nondimensional complex 
velocity, /dw dz , and for the derivative of the complex 
potential, /dw d , both as functions of the variable . 
Once these functions are found, the velocity field and 
the mapping function ( )z z  can be determined [9]. 

Conformal mapping allows us to fix three arbitrary 
points in the parameter region, which are O , C , and  
D  as shown in figure 1b. In this plane, the interval of 
the imaginary axis ( 0 1, 0 ) corresponds to the 
free surface OC , and the interval ( 1 , 0 ) 
corresponds to  the free surface CD .  The positive real 

axis ( 0 , 0 ) corresponds to the symmetry 
line O D . The point a  is the image of the 
stagnation point A   in the stationary plane z . The 
parameter a  is unknown and is to be determined as 
part of the solution.  

The boundary-value problems for the complex-
velocity function, /dw dz , and for the derivative of the 
complex potential, /dw d , can be formulated in the 
parameter plane. Then, applying the integral formulae 
determining an analytical function from its modulus 
and argument, and from its argument on the boundary 
of the first quadrant [9, 10], respectively, we obtain the 
following expression for the complex velocity and for 
the derivative of the complex potential:  

 

0
0

lnexp ln
2

dw a i d v iv d i
dz a d i

,  (2) 

 
2 2

1 2 / 2 2
2 1 /

0

1exp ln( )
( 1)

dw a dK d
d d

, 

 (3) 
where K is a real scale factor, 0 (0) 1v v   is the 
nondimensionalized magnitude of the velocity at point 
O , ( ) ( ) i  is a continuous function in which 

( )  is the angle between the tangential direction of 
the free surface and the velocity vector on the free 
surface, and i  are the jumps of the function ( )  
caused by corners of the flow boundary in the 
similarity plane.  

Dividing Eq. (3) by Eq. (2), we can obtain the 
derivative of the mapping function 

 /dz dw dw
d d dz

    (4) 

whose integration along the imaginary axis in the 
parameter region provides the free boundaries OC  and 
CD  in the z plane.  

The parameters a and K are determined from the 
following physical consideration that the tip of the 
splash jet, point C , is evolved from point A at which 
the origin of the coordinate system ( 0Z )  is chosen. 
Denoting the coordinate of point C , CZ Z ,  the 
magnitude of the velocity CV  and the angle  with the 
x axis, we can write the following equation in the 
similarity plane 

i
C Cz v e ,     (5) 
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where 1/ ( )C C Ov V V v , arg( / ) idw dz .  
/ ( )C C Oz Z V t  can be obtained by integration of the 

mapping function (4) from point A  to point C  along 
an arbitrary contour  in the parameter region shown 
in figure 1b. This equation makes it possible to 
determine the parameters K  and a , while the 
functions ( )v  and ( )  are determined from dynamic 
and kinematic boundary conditions which for the self-
similar flow take the form [9]:  

cos ln
sin

d v s d v
d s d

,   (6) 

1 ln arg
tan

d v d dw
d d dz

,  (7) 

where / ( )Os S V t  and ( )s s  is the spatial length 
coordinate along the free surface in the similarity plane 
obtaining by integration of / /

i
ds d dz d  with 

using Eq.(4). 
By choosing in the Bernoulli equation the location 

of the reference point at the stagnation point A , 
putting there 0S  and ( , ) 0AW Z t ,  and  taking 
advantage of the self-similarity of the flow, we can 
determine the pressure at any point of the liquid region 

2
*

2

2( ) Re 2 2A
p

O

P P dw dwc w z
V dz dz

.      (8) 

The method of successive approximations is used 
for solving the system of integro-differential equations. 

In figure 2, streamline patterns are shown for an 
upper liquid wedge of 10  and different angles 
of the lower liquid wedge. Here, the pressure 
coefficient along the line of symmetry 0x  and the 
"zero" streamline passing through point A  are also 
shown by dashed and dot-dashed lines, respectively. 
For the case shown in figure 2a the symmetry of the 
flow about the x  axis, is clearly seen. The obtained 
value of the tip angle  at point C  shown in figure 1a 
for two identical wedges is 9.47  which is close to 
the value 9.50 obtained by Semenov & Wu [11] 
as the double contact angle for a liquid wedge 
impacting a solid wall.  

The streamline patterns for an upper liquid wedge 
of 10 colliding with a lower wedge of  

30 , 70 , 90  respectively, are shown in figures 3b 

– 3d, respectively. For the case 30 , it can be 
seen that the splash jet is directed into the half-plane of 
the liquid wedge of smaller angle due to the larger 
momentum of the liquid wedge of larger angle.  

 

 

 
Figure 2. Streamline patterns (solid lines) and the pressure 
distribution along the y axis (dashed line) and along the 
"zero” streamline starting at the origin (dot-dashed lines) for 

10  and  (a) 10 , (b) 30 , (c) 70  and  (d) 90 . 
Here, * *

p p pOc c c , where *
pOc  is the pressure coefficient at 

point O  or at any point on the free surface.  
 

The dotted lines show the free surfaces of the 
undisturbed wedges at the same time point. It is seen 
that at some distance from the origin the dotted lines 
coincide with the free surfaces of the impacting liquid 
wedges. This distance corresponds to the region 
affected by the impact between the wedges. The  y
coordinate of the tip of the undisturbed upper wedge is 
its incoming velocity which is obviously 1Ov y . 
Similar the y - coordinate of the tip of the lower wedge 

a) b) 

c) d) 
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is its incoming velocity. These figures show 1Dv y  
in these four cases. 

The streamline pattern for  70   in figure 2c 
shows that the splash jet moves into the free surface of 
the upper liquid wedge forming a cavity. At the same 
time, the velocity direction of the liquid in the splash 
jet, which can be seen as the streamline slope, is almost 
parallel to the undisturbed free surface of the upper 
wedge. This secondary impact is not included in the 
present model and therefore the result does not fully 
reflect the real physics. Another issue is about the 
closed cavity. For the similarity solution to hold, the 
pressure of the trapped air inside the cavity has to be 
constant in the similarity coordinate system when the 
size of the cavity expands in the physical system. This 
is of course hardly the case in the real flow. From a 
mathematical point of view, the splash jet moves into 
the second sheet of the Riemann surface without 
interaction with the main flow. 

The streamline pattern for 90  corresponding 
to a flat free surface is shown in figure 2d. The splash 
jet has moved further into the upper liquid wedge. In 
physical reality, the overlapping may lead to a bigger 
secondary impact between the splash jet and the wedge 
than in figure 2c. This could produce subsequent 
impacts and new splash jets. Such multi-impact 
processes with the formation of multiple cavities could 
produce a liquid/air mixture, liquid aeration, and the 
transformation of the splash jet into a spray, although it 
is speculative rather than conclusive at this stage. 
Similar situations occur for plunging breaking waves 
reviewed by Kiger & Duncan [2], in which the splash 
jet formed as a result of an impact between the wave 
crest and the free surface may be observed clearly in 
the case of oblique impacts or in the form of an 
air/liquid mixture in the case of nearly vertical impacts 
like a waterfall.  

The numerical solutions  are  compared with 
asymptotic predictions based on the extended 
Wagner’s theory in the small deadrise angle limit in 
which the half angle of both liquid wedges is close to 

/ 2 . In particular comparisons are made for the 
locations of the turning points (near the root of the 
splash jet); the splash jet thickness and length; and the 
pressure distribution on the line of symmetry of the 
wedge. The details will be presented  in the workshop.  
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1. INTRODUCTION 
 

The primary difficulty in quantifying parametric roll is that this phenomenon is a non-ergodic process. 
If the process is not ergodic, a large number of realizations are necessary to get a stable probability 
density function. Considering many sea states in wave scatter diagram, the total number of realizations to 
get a stable long-term prediction significantly increases. Therefore, very fast and effective numerical tool 
is needed for quantitative analysis under some simplification of real physics. 

In most previous studies, the analytic or semi-analytic formulations have been developed to predict the 
occurrence of parametric roll. Particularly the formulations were based on 1-DOF Mathieu equation (e.g. 
Pauling, 1959) or approximated GZ variation with known pitch and/or heave-pitch motions. These studies 
were normally for regular excitation and they were limited to occurrence prediction, not suitable for 
quantitative analysis of nonlinear roll motion. Recently a few time-domain approaches such as panel, 
CFD, or impulse-response-function methods have been used to simulate nonlinear roll motions in regular 
and irregular waves. These can be used for quantitative analysis in irregular seaways, but a significant 
amount of computational effort is essential.  

In this study, it is aimed to develop new formulae which are applicable to the quantitative analysis of 
parameters in irregular ways but heavy computation is not necessary. The primary idea of the study is to 
approximate the change of GM by using Fourier components and consider the first two components i.e. 
the mean and the first components, in the equation of roll motion. According to our study, the change of 
metacentre height GM, the main source of parametric roll, can be reasonably approximated as a linear 
system which is dictated by Gaussian distribution. In this study, new formulae are proposed for GZ 
variation and the equation of motion in regular and irregular waves. 
 
2. APPROXIMATION OF GZ & GM 
 
2.1 GZ Approximation 
 

Let’s consider the equation of motion s.t. 

44 44 1 2( ) ( , , ) 0I A GZ z                         (1)  

where ( , , )GZ z  indicates the restoring term which is due to ship displacement  and nonlinear 
restoring arm ( , , )GZ z . Belenky(2010) and Umeda(2010) proposed the approximated formulae of 

( , , )GZ z  as follows: 

(Belenky),  (Umeda)  (2) 

In this study, based on computational observation, ( , , )GZ z  is approximated as follows: 

               (3) 

where subscript ‘still’ indicates the values at still water. Fig.1 shows the GM variations for 65,000 and 
8,000 TEU containerships when wave length and ship length are the same. Three approximated formulae 
are compared with the GZ variation obtained from direct computation. Better agreement of Eq.(3) is 
obvious.  
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(a) 6,500 TEU containership 

 

(a) 8,000 TEU containership 
Fig.1 Comparison of GZ between direct computation and three approximated formulae for two 

containerships: kAw=0.1, L  
 
  Eq.(3) is nonlinear and GM is dependent on instantaneous displacement of ship motion. In the physical 
phenomenon of parametric roll, GM variation is a key mechanism. Therefore more simplification of Eq.(3) 
can be achieved when GM is properly approximated. In this study, GM is represented as a Fourier series. 

0
1

( ) ( ) cos( )still f still n n
n

GM t GM GM t GM GM GM n t                  (4) 

where 0GM  is the mean of GM and nGM  is the n-th component of Fourier component. According to 
our study, the followings are found: 

(i) 0GM  is always positive. 
(ii) The crests of 1GM  occurs every 1/n-th of effective length. 
(iii) 2GM  is too small to generate parametric roll. 

Fig.2 shows nGM  of four commercial ships when kAw=0.1 where wA  is wave amplitude. The three 
findings described above are clearly shown in these figures. 
 

 
(a) 0GM                     (b) 1GM                   (c) 2GM  

Fig.2 nGM  normalized with respect to wave amplitude: four commercial ships: kAw=0.1 
 
Fig.3 shows 0GM  and 1GM  for different wave amplitude. In this study, it is assumed that 0GM  and 

1GM  are linearly varied with respect to wave amplitude. Particularly, as Fig.3 shows, this 
approximation is very reasonable for 1GM . In the case of 0GM , the linear variation seems to have some 
error. However, a linear approximation can provide the dominant component of 0GM . The linear 

GZ variation in waves 

Direct 
Simulation 

Present 
Method 

Belenkey 
(2010) 

Umeda 
(2010) 
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approximation of nGM  (n=0,1) is important particularly since the concept of response-amplitude-
operator (RAO) is applicable for these components, i.e. 

  of    n
n

w

GM
RAO GM

A
.                                (5) 

When this is the case, the following GM approximation can be proposed: 

0 1
( ) ( ) ( ) cos( )still GM GMGM t GM a RAO a RAO t  for regular waves       (6) 

10 ,( ) ( , ) ( ) cos( )still w i GM i i iGM t GM GM Hs Tz A RAO t  for irregular waves      (7) 

1
( )GM iRAO indicates the RAO of 1GM , and  

0

2
0 ( , ) ( ) ( )GMGM Hs Tz S RAO d (8) 

It should be mentioned that Eq.(8) is valid when Gaussian distribution is valid for 0GM .  

     
  (a) 0GM                             (b) 1GM  

Fig.3 0GM  and 1GM  for different wave amplitude: four commercial ships 
 

Fig.4 shows the spectra of 1GM  of three large containerships which are under heave-pitch-roll 
motions in irregular wave conditions. The spectra of 1GM  are compared between direct numerical 
simulation and the approximated 1GM  by using Eq.(7). The overall agreement is very acceptable, 
proving the present approximation is quite reasonable. 
 

 

  (a) 5,5000 TEU               (b) 6,500 TEU               (c) 8,000 TEU 
Fig.4 Comparison of 1GM  spectra in irregular wave condition between direct computation and present 

approximation for three containerships: 6 , / 1.0modalHs m L  
 
3. APPROXIMATED ROLL EQUATION FOR PARAMETRIC ROLL 
 

Adopting the approximated GZ and GM, the following formulae are proposed for parametric roll in 
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regular and irregular waves: 
 

0

1

44 44 1 2

3 2
max

( ) [ ( ) { ( )

( ) cos( )} {sin( ) sin ( ) / sin ( )}] 0

still w GM

GM

I A GZ A RAO

RAO t
 for regular waves       (9) 

1

44 44 1 2 0

3 2
, max

( ) [ ( ) { ( , )

( ) cos( )} {sin( ) sin ( ) / sin ( )}] 0

still

w i GM i i i

I A GZ GM Hs Tz

A RAO t
 for irregular waves  (10) 

These equations are much more practical than formulae based on Mathieu equation, since these are 
applicable for quantitative analysis of parameter roll, particularly including in irregular waves. In the case 
of Mathieu-equation-based formulae, those are not appropriate for quantitative analysis and valid for only 
for regular waves. Furthermore, Eqs.(9) and (10) are much more efficient compared with direct 
simulation programs with compatible solution accuracy. 
 

        

  (a) / 0.8L                              (b) / 1.0L  
Fig.5 Comparison of roll motion between 3D panel method and present approximation: 6,500 TEU 

containership: kAw=0.1 
 

Fig.5 shows the comparison of roll motion in two regular wave cases between WISH, a 3D panel method 
program, and the present approximation, i.e. Eq.(9). The agreement between two solutions is excellent. 
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1. Introduction
In a linear treatment, the problem of oscilla-

tions of a submerged body under a free surface
and the resulting hydrodynamic loads have been
thoroughly studied. A wide range of mathematical
techniques was given by Linton & McIver (2001)
for the solution of problems involving the inter-
action of waves with structure. Extensive biblio-
graphical notes were made in this book. However,
to the author’s knowledge, there is no study on
wave structure interaction problems in fluid hav-
ing mixed boundary conditions on the upper sur-
face.

In this paper, the linear 2-D water-wave prob-
lem describing small oscillations of a horizontal
cylinder is considered. The surface of an ideal and
incompressible fluid of finite depth is partly cov-
ered by a semi-infinite thin elastic plate with a free
edge. The solution is written as a distribution of
mass sources over the surface of the cylinder and
an integral equation is applied for the unknown
source strength. Appropriate Green’s function is
introduced using the method of matched eigen-
function expansions in much the same manner as
in paper by Sahoo et al. (2001). Generation of
flexural gravity waves by a submerged cylinder un-
der infinite elastic plate was considered by Sturova
(2011).

2. Statement of the problem
Let a Cartesian coordinate system be taken

with the x-axis directed along the undisturbed
upper boundary of the fluid perpendicular to the
cylinder axis, and the y-axis pointing vertically
upwards. The fluid is assumed to be inviscid and
incompressible; its motion is irrotational. A semi-
infinite elastic plate floats on the surface of the
fluid ( Figure 1). The surface of the fluid that is
not covered with the plate is free. The plate draft
is ignored. The fluid depth is equal to H. The
wave motions are generated in the fluid by the
small oscillations of submerged rigid body with
wetted surface S at a frequency ω with amplitudes
ζj (j = 1, 2, 3) for the sway, heave and roll prob-
lems, respectively.

Under the usual assumptions of linear theory,
the time-dependent velocity potential can be writ-
ten as

Φ(x, y, t) = �

[
iω

3∑
j=1

ζjϕj(x, y) exp(iωt)

]
,

where ϕj(x, y) are complex valued functions and
t is time. The radiation potentials ϕj(x, y) satisfy
the Laplace equation in the fluid domain

∇2ϕj = 0 (−∞ < x < ∞, −H < y < 0) (1)

except in the region occupied by the cylinder.

Figure 1: Schematic diagram.

The free surface condition in the open water
region is given by

g∂ϕj/∂y−ω2ϕj = 0 (−∞ < x < 0, y = 0), (2)

where g is the acceleration due to gravity. It is as-
sumed that the plate is a thin homogeneous elastic
material with uniform mass density ρs and thick-
ness d. The plate is in contact with the water at
all points for all time. On the elastic covered sur-
face, the radiation potentials ϕj(x, y) satisfy the
boundary condition in the form

(
D

∂4

∂x4
− ω2M + gρ

)
∂ϕj

∂y
− ρω2ϕj = 0 (3)

(0 < x < ∞, y = 0),

where D = Ed3/[12(1 − ν2)], M = ρsd, E is the
Young’s modulus for the elastic plate, ν is its Pois-
son’s ratio, ρ is the fluid density. At the plate
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edge, free edge boundary conditions require van-
ishing bending moment and shear force:

∂3φj

∂x2∂y
=

∂4φj

∂x3∂y
= 0 (x = 0+, y = 0). (4)

The boundary condition on the closed smooth
contour of the submerged body S has the form:

∂ϕj/∂n = nj (x, y ∈ S). (5)

Here, n = (nx, ny) is the inward normal to the
contour S. The notations

n1 = nx, n2 = ny, n3 = (y−y0)n1−(x−x0)n2

are used where x0, y0 are the coordinates of the
center of the roll oscillations.

The boundary condition at the bottom is

∂ϕj/∂y = 0 (−∞ < x < ∞, y = −H). (6)

In the far field a radiation condition should be
imposed that requires the radiated waves to be
outgoing.

3. Method of solution
In order to solve the boundary-value problem

(1)-(6), we introduce an unknown mass-source dis-
tribution σj(x, y) over the contour S. We can now
represent the radiation potentials at any point of
the fluid in the form

ϕj(x, y) =

∫
S

σj(ξ, η)G(x, y; ξ, η)ds. (7)

Here, G(x, y; ξ, η) is the Green function of the
problem, which determines the velocity potential
initiated by an oscillating mass source with unit
strength, where (x, y) is the field point and (ξ, η) is
the source point. The Green function must satisfy
the following equation

∇2G = 2πδ(x − ξ)δ(y − η)

with the boundary conditions analogous to (2)-(4),
(6) and the radiation condition in the far field, and
δ is the Dirac delta-function.

In order to obtain the solution for the Green
function, the eigenfunction expansion-matching me-
thod is employed. The fluid domain is divided into
two regions: the downstream open region Γ1

(−∞ < x < 0, −H < y < 0) and the upstream
plate-covered region Γ2 (0 < x < ∞, −H < y <
0). The solution for the Green function depends
significantly on the position of the source point.

Case 1: source in Γ1 (ξ < 0).
In this case the value of G(x, y; ξ, η) in Γi is de-

noted by G
(1)

i (x, y; ξ, η) (i = 1, 2). These functions
will be sought as expansions in terms of eigenfunc-
tions of corresponding boundary value problems:

G
(1)

1
= G

(1)

0
+ R

(1)

0
eik0xψ0(y)+

∞∑
m=1

R(1)
m ekmxψm(y) (x < 0), (8)

G
(1)

2
= T

(1)

0
e−ip0xf0(y)+

∞∑
n=−2
n�=0

T (1)
n e−pnxfn(y) (x > 0), (9)

where

ψ0 = cosh k0(y + H)/ cosh k0H,

ψm = cos km(y + H)/ cos kmH (m = 1, 2, 3, ...),

f0 = cosh p0(y + H)/ cosh p0H,

fn = cos pn(y+H)/ cos pnH (n = −2,−1, 1, 2, 3, ...).

The constants km’s satisfy the dispersion relations

K = k0 tanh k0H =

−km tan kmH (m = 1, 2, 3, ...), K = ω2/g

with (m− 1)π/H < km < mπ/H (m = 1, 2, 3, ...).
The constants pn’s satisfy the dispersion relations

K = p0(1 + Lp4
0) tanh p0H =

−pn(1 + Lp4
n) tan pnH (n = −2,−1, 1, 2, 3, ...)

with L = D/(gρ − ω2M) and K = ρω2/(gρ −
ω2M). It should be noted that p−2 and p−1 are
complex conjugates with positive real parts, pn’s
are positive and real with (n − 1)π/H < pn <

nπ/H (n = 1, 2, 3, ...), and R
(1)
m , T

(1)
n are unknown

constants to be determined to obtain the Green
function completely. The function G

(1)

0
(x, y; ξ, η)

is a velocity potential due to a source submerged
under infinite free surface

G
(1)

0
= ln

r

r1

+ pv

∫
∞

0

F1(y, η; k)
cos k(x − ξ)

Z1(k)
dk−

iπF1(y, η; k0)
cos k0(x − ξ)

Z ′
1
(k0)

, (10)

where pv indicates the principal-value integration,

r2 = (x− ξ)2 +(y−η)2, r2
1 = (x− ξ)2 +(y +η)2,

Page 210 / 236



F1 =
2

k(1 + e−2kH)
{[(k cosh kη + K sinh kη)e−ky−

(K + k)eky sinh kη]e−2kH + kek(y+η)},

Z1(k) = K − k tanh kH, Z ′

1(k0) ≡ dZ1/dk|k=k0
.

Because the velocity and pressure are contin-
uous across the boundary between the regions Γ1

and Γ2, the full solution is obtained from matching
conditions

∂G
(1)

1
/∂x|x=0− = ∂G

(1)

2
/∂x|x=0+,

G
(1)

1
|x=0− = G

(1)

2
|x=0+ (−H < y < 0).

Truncating the infinite series in (8), (9) and using
the inner products as in the paper by Sahoo et al.

(2001), unknown constants R
(1)
m and T

(1)
n can be

determined.
Case 2: source in Γ2 (ξ > 0).

The Green function G(x, y; ξ, η) in Γi is de-

noted by G
(2)

i (x, y; ξ, η) and in the corresponding
regions is expressed as

G
(2)

1
= R

(2)

0
eik0xψo(y)+

∞∑
m=1

R(2)
m ekmxψm(y) (x < 0),

G
(2)

2
= G

(2)

0
+ T

(2)

0
e−ip0xf0(y)+

∞∑
n=−2
n�=0

T (2)
n e−pnxfn(y) (x > 0), (11)

where the function G
(2)

0
(x, y; ξ, η) is a velocity po-

tential due to a source submerged under infinite
elastic plate

G
(2)

0
= ln

r

r1

+ pv

∫
∞

0

F2(y, η; p)
cos p(x − ξ)

Z2(p)
dp−

iπF2(y, η; p0)
cos p0(x − ξ)

Z ′
2
(p0)

, (12)

where

F2 =
2

p(1 + e−2pH)
{(p(Lp4 + 1)×

[(e−py cosh pη − epy sinh pη)e−2pH + ep(y+η)]−

2Ke−2pH sinh pη sinh py},

Z2(p) = K − p(1 + Lp4) tanh pH,

Z ′

2(p0) ≡ dZ2/dp|p=p0
.

Using boundary condition (5) on the body sur-
face S, we obtain the integral equation for the
functions σj(x, y)

πσj(x, y) −

∫
S

σj(ξ, η)
∂G

∂n
ds = nj .

Once the distribution of the singularities σj(x, y)
has been calculated, we can determine the radia-
tion potentials (7).

The radiation load acting on the oscillating
body is determined by the force F = (F1, F2) and
the moment F3 which, without account for the hy-
drostatic term, have the form

Fk =
3∑

j=1

ζjτkj (k = 1, 2, 3),

τkj = ρω2

∫
S

ϕjnkds = ω2μkj − iωλkj ,

where μkj and λkj are the added mass and damp-
ing coefficients, respectively. There is the symme-
try condition τkj = τjk.

4. Numerical results
Let us consider the most simple particular case

of the problem when the elastic plate is substi-
tuted for the grid lid. In this case, boundary con-
dition (4) is replaced by non-flow condition

∂ϕ/∂y = 0 (0 < x < ∞, y = 0).

The solution for the Green’s function G
(2)

0
can be

obtained from (10) putting K = 0. In addition
the integral in (12) is taken in the ordinary sense
and there is no term due to residue. The terms
with p−2, p−1, p0 are lacking in series (9), (11)
and pn = nπ/H (n = 1, 2, 3, ...). The calculations
are performed for the circular contour S : (x −
c)2 + (y + h)2 = a2, where a is the radius of the
circle and the coordinates of its center are equal
to x = c, y = −h (h > 0).

It is well known, that non-zero values of the
wave forces have only τ11 and τ22 for radiation by
a submerged circular cylinder under infinite free
surface. At the oscillations of the circular cylinder
under infinite grid lid, non-zero values have only
μ11 and μ22 and these values do not depend on
frequency ω.

However, more complicated behavior of the
wave forces takes place at mixed boundary con-
ditions. Figures 2 and 3 give respectively dimen-
sionless values of added mass and damping coef-
ficients: μ̄ij = μij/(πρa2), λ̄ij = λij/(πρa2ω) for
the circular cylinder as functions of dimensionless
frequency parameter ω̄2 = ω2a/g.
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Figure 2: The added mass coefficients of a circular cylinder.

Figure 3: The damping coefficients of a circular cylinder.

The cylinder is submerged at h = 2a and
the depth of fluid is equal to H = 10a. Figures
2a, b, c and 3a, b, c give the values of wave forces
for the cylinder submerged under the free surface,
whereas figures 2d, e, f and 3d, e, f correspond to
the position of cylinder under the grid lid. In fig-
ures 2a, c, d, f , the horizontal arrows indicate the
values of the added mass coefficients μ̄11 ≈ 1.1743
and μ̄22 ≈ 1.1361 for infinite grid lid. The dot-
ted lines in figures 2a, c and 3a, c represent the
values of added mass and damping coefficients for
the circular cylinder submerged under infinite free
surface, respectively.

More detailed results for the hydrodynamic

load on the cylinder will be presented at the Work-
shop.
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Introduction

This paper explores Stokes drift and net subsurface
transport by non-linear two-dimensional wave groups
with realistic underlying frequency spectra in deep wa-
ter. It combines analytical expressions from second-
order random wave theory with higher order approxi-
mate solutions from Creamer et al (1989) to give accu-
rate subsurface kinematics using the H-operator of Bate-
man, Swan & Taylor (2003). This class of Fourier series
based numerical methods is extended by proposing an
M-operator, which enables direct evaluation of the net
transport underneath a wave group, and a new conformal
mapping primer with remarkable properties that removes
the persistent problem of high-frequency contamination
for such calculations.

Although the literature has examined Stokes drift in
regular waves in great detail since its first systematic
study by Stokes (1847), the motion of fluid particles
transported by a (focussed) wave group has received con-
siderably less attention. Focussed wave groups are rele-
vant, because they can be used to describe the average
shape of an extreme wave crest in a random sea (Tro-
mans, Anaturk & Hagemeijer 1991). In practice, the
wave field on the open sea often has a group-like struc-
ture.

From mass conservation it is clear that Stokes drift by
a wave group and Stokes drift by regular waves behave in
a fundamentally different way. In fact, the wave-induced
Stokes drift and its associated return flow at depth
should be locally confined to the wave group and only
regular waves (infinite wave trains) can transport mass
and momentum indefinitely (McIntyre 1981). Second-
order wave theories (e.g. Dalzell 1999) based on the
interaction between waves of different frequencies (cf.
Longuet-Higgins 1962), predict an irrotational return
flow at depth that is equal and opposite to the flow
associated with Stokes drift at the surface, as illustrated
in figure 1. We show that these results can be extended
to higher order by retaining more of the non-linearity of
the underlying equations using the results of Creamer et
al (1989) with significant additional drift near the focus
point.

Figure 1: Illustration of the localized irrotational mass
circulation moving with the passing wave group. The
four fluxes, the Stokes transport in the near surface re-
gion and in the direction of wave propagation (left to
right); the return flow in the direction opposite to that
of wave propagation (right to left); the downflow to the
right of the wave group; and the upflow to the left of the
wave group, are equal.

Non-linear wave kinematics model
A two-dimensional body of water of infinite depth and
indefinite lateral extent is assumed with a coordinate sys-
tem (x,y), where x denotes the horizontal coordinate and
y the vertical coordinate measured from the undisturbed
water level upwards. Inviscid, incompressible and irro-
tational flow is assumed and the usual boundary condi-
tions (kinematic and dynamic at the free surface and a
no flow boundary condition at infinite depth) apply. In
order to study the drift beneath large waves, we adopt
the NewWave wave group of Tromans et al (1991) and
set each amplitude term to be proportional to its share
in the total discretized wave energy spectrum S(ω):

an = aL
S(ωn)∑N
n=1

S(ωn)
, (1)

so that the total maximum amplitude is aL and the
shape is that of the auto-correlation function for the sea
state. In particular, we consider a (discretized) Jonswap
spectrum for fetch-limited seas (Hasselmann, Dunckel
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Figure 2: Particles trajectories at the free surface for a
focussed wave crest (FC) and a focussed wave trough
(FT) with a linear maximum wave amplitude aL = 15m.
The particles are at x0 = 0 at the time of focus.
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Figure 3: Net horizontal displacement Δx = x(t =
−∞) − x(t = ∞) by a wave group travelling past as a
function of the maximum linear wave amplitude aL (i.e.
increasing steepness) for focussed crests (top line) and
focussed troughs (bottom line).

& Ewing 1980) and we set Tp = 12.4 and the peak-
enhancement factor γ = 3.3. A random wave solution
to the governing equation and the boundary conditions
that is linear in wave steepness (O(kη)) takes the form:

ηL(x, t) =

N∑
n=1

an cos(knx− ωnt+ μn)

φL(x, y, t) =
N∑

n=1

anωne
kny sin(knx− ωnt+ μn),

(2)

To include non-linear effects, we rely on the formula-
tion of Creamer et al (1989), who transform the surface
elevation η and the surface potential φs, the two canon-
ical variables that capture the (Hamiltonian) dynamics
of the entire problem, into a new set of canonical vari-
ables. These new variables exactly reproduce the second-
order non-linear behaviour of surface waves and provide
a remarkably good approximation to higher-order non-
linearity. The nth Fourier component of the transfor-
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Figure 4: Particles trajectories at the free surface for a
focussed wave crest (FC) with a linear wave amplitude
aL = 15m for two different particles located at x0 =
−1980 m and x0 = 0 m (focus point) at the time of
focus.
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Figure 5: Net horizontal displacement Δx = x(t =
−∞) − x(t = ∞) by a wave group with a linear max-
imum wave amplitude aL = 15 m of particles at the free
surface as a function of their location at the time of focus
x0 = x(t = 0).

mations of surface elevation ηn and the surface potential
φs,n on this non-linear free surface are given by (Creamer
et al 1989):

ηn =
1

|kn|
∫ ∞

−∞

(
eiknη̃L(x) − 1

)
e−iknxdx,

φn =
1

|kn|
∫ ∞

−∞
eiknη̃L(x)φ̃′

L(x)e
−iknxdx,

(3)

where η̃L(x) is the Hilbert transform of the linear free
surface signal ηL(x) and φ̃′

L is the Hilbert transform of
the spatial gradient of the linear velocity potential.

Conformal mapping

We introduce the following conformal mapping to reduce
the steepness of the surface profile to in turn improve
the convergence behaviour of the H-operator of Bateman,
Swan & Taylor (2003) to calculate subsurface kinematics
and eliminate persistent high-frequency contamination
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without having to resort to filtering:

ξ = z + iA− i

n=N∑
n=0

ane
−i(knz−ωnt+μn), (4)

where z = x + iy are the complex coordinates in real
space and ξ = α + iβ are the complex coordinates in
transformed space. The coefficients an and kn are, re-
spectively, the wave amplitude and the wave number
of the first N components of the underlying linear sig-
nal. We demonstrate that (4), when applied inversely,
for regular waves almost exactly maps a straight line in
ξ-space (β = 0) to the free surface corresponding to a
fifth-order Stokes expansion (cf. Fenton 1985) in z-space.
For wave groups, the mapping (4) applied inversely maps
a straight line into a wavy surface which exactly repro-
duces the features of a second-order free surface (e.g.
Dalzell 1999) excluding the rather small effect of the fre-
quency difference terms.
From the definition of the complex potential Ψ = φ+

iψ, a relationship between the velocities in z and ξ-space
can be found:

u− iv =
dΨ

dz
=

dΨ

dξ

dξ

dz
=

(
uα − iuβ

)dξ
dz

. (5)

By first mapping to a reduced steepness surface, apply-
ing the operators in this space and then mapping back,
the persistent problem of high-frequency contamination
is effectively eliminated removing the need for inevitably
arbitrary numerical filtering.

The M(ass flux)-operator
To directly evaluate the mass flux beneath a given wave
profile, we propose a new operator based on the principle
of the H-operator of Bateman, Swan & Taylor (2003),
which we term the M-operator. The general solution
for the velocity potential as a solution to the governing
Laplace equation ∇2φ = 0 can be given by the sum of N
Fourier components (cf. equation 2). From the Cauchy-
Riemann equations for an irrotational and incompress-
ible two-dimensional flow field, we have ∂φ/∂x = ∂ψ/∂y.
The partial derivative of the velocity potential ∂φ/∂x can
be evaluated from (2) to give a solution for the stream
function ψ expressed as an indefinite integral:

ψ(x, y, t) =
N∑
n

Ane
kny cos(knx−ωnt+μn)+f(x, t), (6)

where the stream function (6) is now defined up to an
arbitrary function of x and t, f(x, t). We can define
ψs(x, t) = ψ(x, η(x), t) − ψ(x,−∞, t) as the total mass
flux (per unit width and with unit density) below the
free surface:

ψs(x, t) =

N∑
n

Ane
knη(x,t) cos(knx− ωnt+ μn). (7)

The coefficients An and hence the value of the volume
flux ψs(x, t) can now be obtained from a procedure (the
M-operator) similar to the H-operator of Bateman, Swan
& Taylor (2003). Making use of the properties of the
complex potential across conformally mappable spaces,
the M-operator can be applied in ξ-space to avoid
high-frequency contamination and ensure convergence.

Result 1: Stokes drift

As the particles undergoes its otherwise circular motion,
two factors contribute to Stokes drift at the free surface:
deviation from the still water level z = 0 and devia-
tion from the initial horizontal position x0. Using linear
kinematics, the net horizontal displacement by a pass-
ing wave group Δx = x(t = ∞) − x(−∞) of a particle
at the surface can thus be obtained by integrating the
horizontal velocity u(x, η(x, t), t) with respect to time:

Δx =

∫ ∞

−∞

dx

dt
dt =

N∑
n=1

a2nωnkn
2

T ∗ +O(ε3), (8)

where T ∗ = 2π/Δω is the repeat period of the discretized
(with intervals Δω) frequency spectrum 1 and only up to
second-order in wave steepness are included.

By numerically solving the two simultaneous differen-
tial equations for the position of a particle that is initially
at the surface (and thus stays there):

dx

dt
= u(x, y, t),

dy

dt
= w(x, y, t), (9)

we also evaluate the Stokes drift in a framework in which
kinematics are described by Dalzell’s (1999) second-order
wave theory and the Creamer transform. Figure 2 traces
out the orbital paths that are described by a particle
that is located at the focus point at the time of focus
t = 0 for a focussed crest and a focussed trough based
on the non-linear kinematics obtained from the Creamer
transform. A large part of the transport is performed by
just a few large orbits close to the focus point, where the
surface elevation is large and the waves are at their most
non-linear.

Figure 3 then compares the net horizontal displace-
ment by a passing wave group Δx of a particle at the
surface located at the focus point at the time of focus
calculated by three different methods: the analytical ex-
pression based on linear wave theory (8) and the numeri-
cal solutions based on Dalzell’s (1999) second-order ran-
dom wave theory and the Creamer transform. It is evi-
dent from this figure that the horizontal displacement in-

1Note that (8) is not a function of the number of components
N as N becomes large. To see this, note an ∼ N−1 and T ∗ ∼ N
resulting in the individual terms in the sum (8) to behave as N−1.
Summing over all the N terms then cancels the dependency on N .
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Figure 6: Net depth-integrated mass flux at the fo-
cus point as a function of time evaluated from linear
theory, using the second-order random wave theory of
Dalzell(1999) and the M-operator applied to the more
non-linear signal obtained from the Creamer transform
(aL = 15 m).

creases with increasing wave amplitude and hence, keep-
ing the other parameters of the spectrum fixed, increas-
ing wave steepness and that non-linear effects are impor-
tant.

It is evident from (8) that displacement predicted
based on linear theory is not a function of the initial
position of the particle. Close to the focus point, the
net displacement will be produced by a few large orbits,
whereas away from the focus point, where the wave
group is dispersed, the equivalent net displacement is
produced by a large number of small orbits. Comparing,
on the other hand, the trajectories of two particles,
one located at the focus point at the time of focus
and one very far away from it, obtained from the
non-linear kinematics and surface elevation through
the Creamer transform, figure 4 shows very different
behaviour. Clearly, a particle at the focus point at the
time of focus is transported further mainly by one or
two large orbits corresponding to the highest few peak
of the wave group. Figure 5 shows the net displacement
Δx as a function of the position of the particle at the
time of focus x0 confirming an additional drift effect
for particles within ∼ ±2λp of the focus point at the
time of focus, where here λp ≈ 240 m. For a relatively
steep wave considered herein (cf. kpaL ≈ 0.39), the net
displacement Δx in this region is approximately two
times the net displacement predicted by linear theory.

Result 2: Return flow and net transport

One of the fundamental properties of wave groups is that
the surface elevation returns to the still water η(x) → 0
as x → ±∞. The same applies to the kinematics. In fact,
close to focus, non-zero surface elevation and kinematics
are confined to ≈ ±4λp of the focus point. The transport

of fluid in the direction of wave propagation by Stokes
drift at and near the surface must therefore be compen-
sated by a return flow at depth in the opposite direction
to ensure conservation of mass. Creamer et al (1989), al-
beit only for a narrow-banded wave group, show that this
is indeed the case for the non-linear wave profile obtained
using their transform. For second-order random wave
theories, the frequency difference terms (k1 − k2) of the
horizontal velocity are responsible for this return flow.
These terms have a repeat period of (2π/Δω), where
Δω is the interval of the discrete frequency spectrum. In
the limit ω → 0, which corresponds to an infinite num-
ber of representative Fourier components N → ∞ and
the limit in which the wave group is truly localized and
not periodic with a very long repeat period, these terms
therefore correspond to a net flow, which only decays
very slowly with depth (cf. exp(|k1 − k2|y)).

The M-operator is applied in figure 6 showing the zero-
mean depth-integrated mass flux underneath a focussed
crest from linear theory, Dalzell (1999) second-order ran-
dom wave theory and the Creamer transform as a func-
tion of time. It is evident from this figure that non-linear
effects account for a larger local transport of mass by the
largest crest, which is compensated by a greater return
flow underneath the troughs. A second feature is that the
time integral of the depth-integrated flux for all cases is
zero, to within the numerical accuracy of the computa-
tions, as would be expected from continuity.
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Abstract

We consider experimentally the waves generated by subaerial granular landslide. A set of experiments are
performed in a 2.20 × 0.40 × 0.2m wave tank to characterize the behavior of the granular flow as well as its
influence on the generated wave. A PIV method is used to capture the evolution of the velocity field in the
water. From these experiments several observations are presented on both the generation of the wave and the
evolution of the granular during the collapse.

1 Introduction

Predicting the dynamics of granular flow plays an
important role in geophysical and industrial applica-
tions. Since the seminal work of Bagnold in 1954 [1],
a huge number of studies have considered the dynam-
ics of dry granular media in various geometry such
as on an inclined plane or in a rotating drum (for a
review, see e.g. [3]). Most of these studies focused on
dry granular flow as the situation is already compli-
cated to describe. In particular, there is still a lack
of constitutive laws to explain and predict the exper-
imental observations. For a dense and dry granular
flow, the μ(I)−rheology seems to be the only model
which allows a successful continuum description of
the flow [5]. This rheology is purely phenomenologi-
cal but has shown good agreement with experiments
and numerical simulations in various situation (see
[6]).

However, the situation becomes more complicated
for underwater granular flow where the presence
of the surrounding fluid modifies the rheology of
the flow. Recently, Cassar & al. [2] adapted the
μ(I)−rheology to submarine flow by replacing the
inertial time scale with a viscous time scale in order
to take into account the presence and influence of the
surrounding fluid. Numerically, Topin & al. [8] have
performed numerical simulations on submarine gran-
ular collapse by coupling a contact dynamics method
and a fluid dynamics method.

Whereas this last problem is already complicated

to quantify, it becomes even more challenging to pre-
dict the impact of a granular media from the air
into the water and the wave generated by this im-
pact. This situation is a model for subaerial de-
formable landslide and would have many important
implications to forecast the subsequent generation
of tsunamis. Based on numerous experiments, Mo-
hammed & Fritz [7] have studied the generation of
impulse wave by subaerial landslides with a Froude
number (Vslide/

√

gH) at the impact larger than one.
From these experimental studies, they provided a
predictive equation on wave amplitude, period and
length.

Despite these studies, the dynamics of a dry granu-
lar flow during the collapse into water remains largely
unknown, especially at Froude number smaller than
unity. In this work, we study such a situation in an
experimental setup designed to characterize both the
wave generated by the impact but also the flow of the
granular media after its penetration into the water.
By performing systematic experimental studies and
obtaining relevant scaling laws, we aim to estimate
the potential tsunami which would be generated af-
ter an impact of granular flow into water in various
geophysical events.

2 Experimental set-up and data
acquisition

A schematic view of the experimental set-up is pre-
sented in figure 1. It consists in a wave tank of 2.20 m
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Figure 1: Schematic view of the experimental set-up

long, 0.40 m high and 0.195 m wide. The slope is
made of a polyvinyl plate with glass beads stuck on
it to take into account the friction and suppress slip-
ping of particles on the surface. The initial water
depth in the tank remains constant for all the exper-
iments and equal to H = 14.8 cm. A vertical gate
is used to delimitate the initial reservoir of granular
materials located just above the undisturbed free sur-
face. The gate is opened vertically using a 20 kg mass
and pulley. The velocity of the gate reaches a value
of 5 m.s−1 which is sufficient to ensure a granular
front almost vertical at the initial time. The parti-
cles used are glass beads of diameter d = 1.5 mm and
density ρs = 2500 kg.m−3. It has been shown that
the initial compaction of the material is an important
parameter for the later granular flow [4]. Therefore,
to ensure a good reproducibility of our experiments,
the edge of the wave tank is hit a sufficient number
of time with a hammer the same way for each exper-
iment.

Then, the evolutions of the generated wave and
of the granular flow are recorded with a high speed
camera at 200 fps. The propagation of the generated
wave is also measured with 4 resistive gauges located
at 0.59 m, 1.052 m, 1.402 m and 2.019 m from the
right side of the tank. (In some experiments we have
also performed PIV measurement to estimate the ve-
locity field in the water. The water was seeded with
8 μm diameter silver coated hollow glass spheres with
a density of 1.1 g.cm−1. Then, an intercorrelation
window technique with several loops is performed to
obtain the velocity field from the recorded movies.

Experiment slope angle (◦) Initial mass (kg)

1 60 3.566

2 45 3.566

3 45 3.000

4 45 2.75

5 45 2.50

6 45 2.25

7 45 2.0

Table 1:

3 Experimental results

Several experiments were performed varying the ini-
tial mass of the landslide and the slope angle. This
study is in progress, additional results will be pre-
sented during the conference. The range of parame-
ters is summarized in table 1.

The first and second experiments in table 1 were
both conducted three times to ensure the repro-
ducibility of it. The evolution of the free surface at
the first probe is represented in figure 2 for both con-
figurations. The reproducibility of the experiment is
excellent. We can also note that the maximum am-
plitude of the generated wave is larger for a higher
slope angle. This observation was quite intuitive,
the granular flow impact the undisturbed free sur-
face stronger than in the case of a gentle slope.

The evolution of both the free surface and the
granular media is represented on figure 3a) for a
slope angle of 45◦. For convenience, only 1 curve of
4 is displayed (we used more curves for the study).

The time evolution of the granular front position
and its velocity are represented in figure 3b). The
velocity of the granular remains constant during the
collapse and is larger for a higher slope angle. This
was quite unexpected, it seems that the slide reaches
a terminal velocity very quickly. The evolution of the
free surface during the generation is represented in
figure 4.a for three differents experiments (tests 1, 2
and 5 in table 1). As expected increasing the slope
angle and/or the initial mass of the granular, increase
the maximum amplitude of the generated wave. Fig-
ure 4b) shows the evolution of the thickness of the
granular slide during the collapse for these three ex-
periments. Here again, the thickness increases with
the slope angle but does not seems to depend of the
initial mass of granular. Indeed for tests 2 and 5 the
thickness is quite the same wherase the initial mass
is about 30% less in one case.

The influence of the initial mass of granular is rep-
resented on figure 5 for a slope angle of 45◦. The
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Figure 2: Time evolution of the free surface at the

first probe locates at 0.59 m from the right side of the

tank. (a) slope angle of 60◦, (b) 45◦.

maximum amplitude of the leading wave is repre-
sented at each gauge as a function of the initial mass
of the slide. Has expected and already observed in
previous figure (fig.4a) the amplitude of the gener-
ated wave increase with the mass of the slide.

The field velocity in the water during the collapse
is represented in figure 6. We can observe the
formation of a vortex at the head of the granular
flow which may explain its constant velocity during
the collpase (see fig. 6b). The leading beads reach
their terminal velocity (which is about 0.20 m.s−1)
but the top of the intial amount of granular is still
dry and pushes it. This generates an instability
giving rise to the vortex. Figure 6c) shows that
the vortex generated during the collapses induces a
reverse current in the water, this current stops the
granular flow for some instant and then finishes to
slide down along the slope.

4 Discusion

From all these experiments we observed expected re-
sults on the generation of the wave. The amplitude

−40 −30 −20 −10 0 10 20
−15

−10

−5

0

5

10

x (cm)

z 
(c

m
)

(a)

0 0.1 0.2 0.3 0.4 0.5
−10

0

10

20

30

t (s)

fr
on

t p
os

iti
on

 (
cm

)
0 0.1 0.2 0.3 0.4 0.5 0.6

40

50

60

t (s)
fr

on
t v

el
oc

ity
 (

cm
/s

)

(b)

Figure 3: (a) Evolution of the free surface and the

granular media (time between two curve is 1/50 s.

(b) Evolution of the front position and its velocity

during the collpase for a slope angle of 45◦ continous

line and 60◦ dashed line.

increases with the slope angle and the initial mass of
the slide. More suprising results were observed for
the granular flow. One of the less intuitive is the
velocity of the flow during the collpase. Indeed, the
velocity increases with the slope angle but keeps a
constant value during the collapse. Evaluating the
terminal velocity of a single bead for a slope angle of
45◦ gives a value of 0.20 m.s−1 which is near twice
less than the observed velocity. The other new ob-
servation is about the evolution of the thickness of
the slide. It reaches a constant value, which can be
explained by the generation of the vortex and the in-
duced circulation but does not seem to depend on the
initial mass of the slide. This study is still in progress.
We are performing several experiments varying the
slope angle, the water depth and the diameter of the
beads to confirm these first observations and develop
a scaling law on the evolution of the amplitude of the
generated wave. A numerical study is also conducted
using the approximation of a Bingham fluid to model
the granular flow.
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Figure 4: (a) Elevation of the free surface as a func-

tion of time. (b) Evolution of the thickness of the

granular flow during the collapse. Thick solid line

essai 1 (see table 1), dashed line essai 2 and thin

solid line essai 5. Markers represent the measure-

ment from the camera.
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1 Introduction

Trapped modes and the associated trapping struc-
tures are a topic which has excited some inter-
est in hydrodynamics over the past two decades.
The first trapped modes identified were local os-
cillations in the vicinity of fixed structures, now
called sloshing trapped modes and sloshing trap-
ping structures respectively. McIver and McIver
[2006] describe such a trapped mode as ‘a free os-
cillation of an unbounded fluid with a free surface
that has finite energy, does not radiate waves to
infinity, and in the absence of viscosity will per-
sist for all time.’ Sloshing trapping structures dis-
covered include toroidal shapes derived using an
indirect procedure and infinite arrays of bottom-
mounted cylinders - or the equivalent case of a
cylinder in a channel. True trapped modes cannot
be excited by an incident wave but near-trapped
modes, in which radiation (and hence decay rates)
are low but non-zero, may be excited by incident
waves. Finite arrays of bottom mounted cylinders
in linear and circular configurations have been
found to support near-trapped modes.

More recently the term motion-trapping struc-
ture has been introduced by McIver and McIver
[2006] to describe structures which can support
a local bounded oscillation (at the appropriate
frequency) in the vicinity of the structure while
the structure is free to move, with no radia-
tion to infinity. Such a structure must, in ad-
dition to possessing a wave-free frequency, sat-
isfy a resonance condition requiring the structural
and fluid inertia terms to balance any restoring
force terms at that frequency. Given an initial
displacement from equilibrium, such a structure
would eventually reach simple harmonic motion
at the trapped mode frequency (Porter and Evans
[2008]). The stiffness terms in the resonance con-
dition could be hydrostatic and/or mooring terms

and examples of each case have been studied.
Oncemooring terms are introduced, any wave-free
structure can become a motion-trapping struc-
ture, so the more limited class of structure may
be that in which only hydrostatic restoring forces
are present. Motion-trapping structures without
moooring forces were considered by McIver and
McIver [2006], who constructed 2-dimensionalmo-
tion trapping structures, while McIver and McIver
[2007] extended this approach to 3-dimensions and
Porter and Evans [2008] started with a pair of
rectangular cylinders or a thick-walled cylindri-
cal shell (in 2- and 3-dimensions respectively) and
varied the geometry to findmotion trapping struc-
tures. Motion-trapping structures with moor-
ing restraints were studied by Evans and Porter
[2007] who found that a moored submerged cir-
cular cylinder moving in heave or sway could be
a motion trapping structure and Newman [2008]
who analysed mooring stiffnesses on the contin-
uum from −∞ to ∞.

A third class at the intersection of these two, de-
scribed by Fitzgerald and McIver [2010], is passive
trapping structures, which are sloshing trapped
modes which exert no force on the body, thereby
allowing the body to be freely floating without any
associated energy loss through radiation. These
modes are not considered here.

Arrays of truncated cylinders are also able
to support (sloshing) near-trapped modes; such
a mode was identified in the array of four
truncated cylinders investigated using a semi-
analytical method by Siddorn and Eatock Tay-
lor [2008] - the array is shown in Figure 1. In
this study the cylinders were also allowed to move
independently and the condition number of the
dampingmatrix used to identify frequencies where
almost-wave-free modes could occur. A paper pre-
sented by the current authors at an earlier work-
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shop (Wolgamot et al. [2011]) dealt with the di-
rectionality of optimum power absorption from ar-
rays of independentlymoving bodies. In that work
radiation from the array and the inverse of the
damping matrix for the array were of great im-
portance. The condition number of the damping
matrix is closely related, and in this paper we start
by studying the modes that may be identified us-
ing this method.

a 

2a 

2a 

Cyl. 2 

Cyl. 1 Cyl. 3 

Cyl. 4 

Figure 1: Plan view of four cylinder layout. Cylin-
ders draft d = 2a, water depth h = 4a.

2 Four cylinders

The heave damping condition number plot of Sid-
dorn and Eatock Taylor [2008] is shown in Figure
2. Also shown in this figure are results from the
boundary element code DIFFRACT for the same
array of independently moving cylinders and the
condition number of the damping matrix when a
small-body approximation is made; that is, the
devices radiate but do not scatter. This latter
information is interesting in assessing the impor-
tance of scattering on the behaviour of the radiat-
ing bodies.

It appears that in heave there are two frequen-
cies in the range shown at which near-wave-free
modes occur - in fact, the plot for surge (not
shown here) is very similar, except that the fre-
quencies of eachmode are slightly higher. The sec-
ond (higher frequency) mode corresponds approx-
imately to the sloshing near-trapping wavenumber
of the array.

To determine the body motion modes corre-
sponding to the respective peaks in the condi-
tion number plot the following method was em-
ployed, based on a similar application in Meylan
and Eatock Taylor [2009]. Consider the radiation
dampingmatrixB(k), a real, symmetric n x nma-
trix, and an associated vector of cylinder displace-
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Figure 2: Condition number of heave damping
matrix.

ments, z. An approximation to the wavenumber
of peak condition number may be denoted k0, and
we seek to solve the problem B(k)z = 0 near this
wavenumber. If we let the desired wavenumber
k = k0 + σ then, using a Taylor series expansion,
we may write:

(B(k0) + σ
dB

dk
)z = 0 (1)

which may be written as a generalised eigenvalue
problem and solved for eigenvalue σ and cor-
responding eigenvector z. Because DIFFRACT
was used to calculate hydrodynamic coefficients
we were unable to consider complex wavenum-
bers, but assume that the imaginary part of the
wavenumber is small at the near-wave-free fre-
quencies.

Using this method, the lowest-wavenumber
peaks in the condition number plot for heave and
surge radiation are found to givemode shapes with
all bodies oscillating in phase; i.e. z = [1, 1, 1, 1].
The higher frequency peaks in heave and surge
correspond to different modes, which will be dis-
cussed at the workshop. Thus the first peaks
in each case correspond to a minimum of radia-
tion from an oscillation of all cylinders as a single
rigid body. Damping coefficients for the cylin-
der array heaving as a single body were calcu-
lated using DIFFRACT, and are shown in Fig-
ure 3, where a minimum may be observed at the
expected frequency. In this Figure the damping
of the multi-column structure is compared to four
times the damping of a single heaving cylinder.
This minimum damping frequency has been pub-
lished previously in the results of Mavrakos [1991]
and Kagemoto and Yue [1986], although no com-
ment was made on the results. The minimum in
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damping is quite significant, with a reduction in
damping from the reference case of four isolated
cylinders by a factor of about 30. As identified by
Siddorn and Eatock Taylor [2008], this motion is
an almost-wave-free mode. Attaching a spring of
the appropriate stiffness would make the structure
a ‘near-motion-trapping’ structure, which would
eventually experience a slowly decaying oscillation
at this frequency if given an initial displacement.
Surge results are similar and will be presented at
the workshop.
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Figure 3: Heave damping of four rigidly connected
cylinders.

The damping coefficient for the four heaving
cylinders moving in a rigid body mode may be
expressed as a combination of the elements of the
heave damping matrix for the array, according to:

B = 4(B11 + 2B21 +B41) (2)

using the symmetry of this problem. Some in-
sight into what is occurring at the near-wave-
free frequency may then be provided by using the
small body approximation, in which damping co-
efficients are proportional to J0(ks) where J0 is a
Bessel function of the first kind and s is the spac-
ing. Using this approximation, terms B21 and B41

will become negative when the s21 and s41 sepa-
rations (4a and 4

√
2a) cause the argument ks of

the Bessel function to pass beyond the first zero at
ks = 2.4048 and into the negative region. The B41

term will become negative first, followed by the
B21 term. At some middle point corresponding to
optimum cancellation of the radiated waves from
the respective cylinders the overall heave damping
will reach its minimum. The effect of scattering
shifts these behaviours in frequency, so that the
minimum for the full problem occurs at lower fre-
quency than the small body case.

The free surface elevations for the heave mode
show that the mode is a pumping mode, where
the free surface inside the array is displaced in
the opposite direction to the cylinders. A transi-
tion from preferential radiation along the diago-
nals of the square array at frequencies below the
near-wave-free frequency, to radiation perpendicu-
lar to the faces of the square at higher frequencies
is observed, with minimum radiation at some op-
timum intermediate frequency. The free surface
at this near-wave-free frequency is shown in Fig-
ure 4 and the radiation pattern may be readily
identified as intermediate between the two cases
discussed above.
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Figure 4: Free surface amplitudes at the first near-
wave-free frequency around four rigidly connected
cylinders oscillating in heave with unit amplitude.
The colour axis is limited such that the radiation
pattern external to the array may be seen.

This near-wave-free frequency has some in-
teresting consequences. The Haskind relations
relate the directionally averaged exciting forces
to the damping coefficients. Therefore, a non-
axisymmetric structure such as this will have dif-
ferent ratios of exciting force to damping (i.e. res-
onant response) at different incoming wave direc-
tions. For an optimum incoming wave direction
this may lead to a very large resonant response,
should the conditions for resonance be satisfied.

3 Eight cylinders

Porter and Evans [2008] found motion-trapping
modes in axisymmetric shells of rectangular cross-
section and many wave-free structures with an in-
ternal free surface have been reported. The simple
array of four cylinders considered above is a poor

Page 223 / 236



approximation to a shell-like structure, but ex-
hibits a near-wave-free mode. This suggests that
a symmetric array with more cylinders could more
closely approximate a shell structure, and exhibit
more complete wave-free behaviour. To this end,
an array of 8 cylinders, moving as a rigid body,
was analysed using DIFFRACT. The cylinders,
of the same radius and draft as those considered
in Section 2, were placed with centres evenly dis-
tributed around the circumference of a circle of ra-
dius 5a. Note that this geometry falls outside the
range considered by Porter and Evans, but was
considered a convenient starting point. The heave
damping coefficient for this structure, plotted on
a logarithmic scale, is shown in Figure 5 and it is
evident that there is strong wave-free behaviour
at a frequency of around ka = 0.42. Indeed, the
damping coefficients calculated by DIFFRACT at
frequencies around theminimum (more accurately
located at ka = 0.4216) were very small negative
numbers, though monotonically increasing toward
zero with increasing mesh refinement. (Such very
small negative damping at a wave-free frequency
was also observed by Newman [2008] where calcu-
lations were performed using WAMIT. These re-
sults would appear to be an artefact of the bound-
ary element approximation in both codes.)
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Figure 5: Heave damping of 8 rigidly connected
cylinders, water depth h = 4a as above.

This structure does not satisfy the resonance
condition necessary for motion trapping in the ge-
ometry given, but the position of the resonance
can be adjusted by changing the draft of the cylin-
ders. Calculations indicate that an increase in
draft of approximately 3.5% is sufficient to cause
the resonance condition to be satisfied at the wave-
free frequency. To the accuracy of the method
used, the structure with the adjusted draft ap-

pears to be a motion-trapping structure, and can
be constructed quite simply using this approach.
The difficulty emphasised by Porter and Evans
[2008] in finding a motion-trapping frequency due
to the blow-up of the hydrodynamic coefficients at
frequencies surrounding the wave-free frequency
was not encountered, and may be due to their mo-
tion trapping being associated with higher modes
than the pumping mode considered here.
Further comparisons of this structure with other

known motion-trapping structures and related ob-
servations will be presented at the workshop.
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1. Introduction 

The combination of numerical and physical models has increasingly been used for coastal or offshore water wave 
problems (Gierlevsen et al., 2003; Kofoed-Hansen et al., 2003). This approach allows the numerical model to focus on 
wave propagation in the offshore region and the physical model to treat the wave transformation in the near-shore region. 
The primary goal is to exploits the advantages of numerical and physical model to provide an improved description of 
full-scale, realistic engineering problems. However, the data transfer between the numerical and physical model is only 
on a stochastic level through bulk parameters, such as the significant wave height and spectral peak frequency. 

Zhang et al. (2005, 2007) initially devised an ad hoc unified 3D wave generation theory to deterministically couple 
the numerical and physical wave basin. This theory accounts for shallow water wave generation theory and dispersive 
compensates based on the linear assumption. To improve the coupling accuracy, Yang et al. (2013) has extended the 
exiting model correct to second order, but only for wave flume. A range of stream function simulation tests has confirmed 
the accuracy and efficiency of this model.  

This paper presents recent and preliminary work towards the extension of coupling theory of numerical and physical 
models to account for 3D coupled wave basin. The derivation of this new model is based on the second-order coupling 
model (Yang et al., 2013) and the ad hoc unified 3D wave generation theory (Zhang et al., 2007). Using a 
well-established 3D flexible-order, finite-difference-based fully nonlinear potential flow model (OceanWave 3D) devised 
by Engsig-Karup et al. (2009) for the numerical wave calculation and a 2D piston-type wavemaker for the physical wave 
generation, practical applications on unidirectional and multidirectional, regular and irregular, wave cases are presented.  
 
2. Formulation and solution 

A Cartesian coordinates (x, y, z) is adopted with xy-plane cincident with the undisturbed free surface and the z-axis 
directed upwards. The whole simulation domain is divided into a numerical region and a physical region. At the boundary 
between the two regions, the following condition must be satisfied, 

 0 0( , , ) ( , , )N PU x y t U x y t  (1-a) 

 0 0( , , ) ( , , )N PV x y t V x y t  (1-b) 

where, (UN, VN) denotes the numerical depth-averaged velocity at x- and y-axis, respectively, which can be obtained from 
a suitable numerical model, or even any nonlinear wave theory. (UP, VP) represent the equivalents for physical model 
which is mainly used to determine the motion of wave paddle, x0 the mean position between two models, t the time 
variable. 

Considering the physical region, under the assumption of an inviscid, incompressible fluid undergoing irrotational 
motion, we can define the velocity potential, (x, z, t). The free-slip condition on the wavemaker reads 
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 0 0t xX X    on x=X0 (2) 

where X0=X0(y, z, t) is wave paddle position , and  denotes the vertical gradient =( y, z). The previously defined ( , 
Ũ, X0) can be further expanded in a perturbation series as 

 (1) 2 (2) ...  (3-a) 

 (1) 2 (2) ...U U U  (3-b) 

 (1) 2 (2)
0 0 0 ...X X X  (3-c) 

where Ũ=(U, V), ε is a small ordering parameter proportional to the wave steepness H/L, with H being the wave height 
and L the wavelength. Combining Eqs. (2) with (3a) and (3c) yields 

1: 
(1)

(1) 0 ( , )
x

X y t
t

 (4-a) 

2: 
(1) (2)

(2) (1)0 0( , ) ( , )
x y

X y t X y t
y t

 (4-b) 

where we have considered a piston wavemaker such that the wave paddle position is rewritten as X0(y, z). Applying the 
shallow water assumption and considering the boundary condition of (1), Eq. (4) can be rewritten as 

1: 
(1)
0, (1) (1)

0,

( , )
( ( , ), , )sw

N sw

X y t
U X y t y t

t
 (5-a) 

2: 
(2) (1)
0, 0, (1) (1) (2) (2)

0, 0,

( , ) ( , )
( ( , ), , ) ( ( , ), , )sw sw

N sw N sw

X y t X y t
V X y t y t U X y t y t

t y
 (5-b) 

where superscript “sw” indicates the use of shallow water theory for obtaining the paddle position from the 
depth-averaged particle velocity at the mean paddle position. One can note that this latter equation has the same form as 
that of Zhang et al. (2007), except that we respectively treat the first- and second-order solution. As the same manner with 
Zhang et al. (2007), the final paddle position should be corrected by wave dispersivity, 

 (1) 1 (1)
0 1 0,( , ) ( , )swX y t F F X y t  (6-a) 

 (2) 1 (2)
0 2 0,( , ) ( , )swX y t F F X y t  (6-b) 

where 1 and 2 are the first- and second-order coupling coefficients, which can be found in Yang et al. (2013). F and 
F-1 represent the forward and inverse Fourier transform, respectively. Eqs. (6a) and (6b) give the dispersion correction 
needed when deviating from the shallow water limit.  

To solve Eqs. (5a) and (5b), five points Lagrange interpolation method and fourth-order Runge-Kutta scheme are 
used to smooth the nonlinear distribution of velocity around the moving paddle and treat the time discretization, 
respectively. Finally, the combined wave paddle position can be given by 

 (1) (2)
0 0 0( , ) ( , ) ( , )X y t X y t X y t  (7) 

 
3. Experimental validation and conclusions 
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To verify the new model, some unidirectional and multidirectional regular waves and irregular wave experiments 
has so far been tested in a 3D coupled numerical and physical wave basin. OceanWave3D model of Engsig-Karup et al. 
(2009) was used to simulate the numerical waves. The physical experiments were carried out in the multifunction wave 
basin of the Dalian University of Technology. The proposed coupling model is applied as the link between the numerical 
and the physical model. See Fig. 1 for the sketch. Several tests are presented below. In all tests, the numerical model is 
run beyond the wavemaker to provide the numerical wave information for obtaining the coupling wavemaker signals and 
comparing the resulting waves. For regular waves, a periodic stream function theory (Fenton, 1988) is applied to provide 
the depth-averaged velocity. For irregular waves, a standard JONSWAP spectrum was used. Various wave periods and 
heights are chosen for considering the dimensionless water depth kh and nonlinearity H/L0, where L0 is the wavelength in 
deep water according to linear theory.  
    Figure 2 shows regular wave results from the steepest-shallowest (where H/L0=0.064, kh=0.63) and deepest water 
wave cases (where H/L0=0.125, kh=5.59), respectively, and compares measured time series of surface elevation at three 
selected positions (Ref. point 8, 11 and 13, see Figure 1, right panel) in the wave basin, where the wave direction is =15o. 
On both plots the measurements generally agree with theoretical profiles though some instability can also been found in 
the left panel of Figure 2. 

Figure 3 shows a unidirectional irregular wave case, with the wave direction is 30o and a significant wave height is 
Hm0=0.12m, a peak period of Tp=1.2s, and the relevant shape parameter, =3.36, a=0.07, b=0.09. Comparisons of wave 
profiles are made on the same reference points. Figure 4 shows the similar comparison with that of Figure 3, except that 
the wave case chosen is multidirectional irregular waves, with the mean wave direction is 30o. A good agreement is 
observed with the experimental data.  

Conclusion from a larger set of experimental data is that the proposed coupled numerical and physical model is 
generally reliable for deterministically combining 3D wave simulation. Comparisons of the proposed model with the 
previous method and relevant parametric analysis are not included here for lack of paper space, but will be presented at 
the Workshop. 
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Figure 1. Sketch of the coupled numerical and physical wave basin (left panel), and the layout of the physical basin (right 
panel). 
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Figure 2. Time series of surface elevations measured at different gauges for unidirectional regular waves, compared with 
the theoretical stream function theory (SF). 

 
Figure 3. Time series of surface elevations measured at different gauges for unidirectional irregular waves, compared 
with the numerical results. 

 
Figure 4. Time series of surface elevations measured at different gauges for multidirectional irregular waves, compared 
with the numerical results. 
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1. Background 
 

 A monocolumn structure, with a circular moonpool 
and internal dock to act as a so-called HUB, is 
considered as an intermediate station for 
transporting people to offshore locations in the 
Santos Oilfield in Brazil [1]. Such designs are 
promising and considered to be built. A split 
opening in the design allows marine vehicles in and 
out, thus acting as a floating harbor. In this work, we 
present a simplified model of such a harbor and 
develop the numerics to analyze the problem 
eventually. The body S considered is a floating 
bottomless harbor of circular cylindrical shape of 
radius and draft floating in deep water (see 
Fig.1).  Modeling of similar problems using eigen-
function expansion method (EEM) gained interest in 
the 80’s (see, e.g. Yeung [2]).  
We consider a general point 𝑃=(𝑥,𝑦,𝑧) in the fluid 

domain and another point 𝑄=(𝜉 𝜂 𝜁) on the surface of 
S. The coordinate system is taken to be on the still 
free surface with the axis pointing upwards. We 
can state the “standard” problem as follows: 
 

2  0     (1) 

y  0, y  0 ;  0, y   (2) 

  n 
 

V  n(P),
 

V  (U1, 0,U2), for P on S  (3) 
 

Here, the velocity potential is  Re{ e i t} and 
(U1,U2)  are the surge and sway velocities of S.  

The frequency factor  2 /gis either zero or 
infinite in this work. The thickness of the boundary 
wall is infinitely thin and accordingly, special 
treatment is required as compared to bodies of finite 
thickness. The BIM is known to have difficulties 
dealing with this kind of problems.  Hence we will 
use a special formulation for such thin-body 
geometry. The general integral equation over a three 
dimensional environment is given by:   

 

 
4 (P)  (Q)

S

G(P,Q)
nQ

G(P,Q)
(Q)
nQ

dSQ

   
4)

 

 

 

 
Figure 1: Sketch of the shell S and an arc-surface panel  

 
 

where is a suitable Green’s function. In this work, 
we consider the following form of 

G 
1
r1


1
r2

 H (5) 

  r1,2  (x )2  (y )2  (z )2   (6) 

The sign in (5) is chosen if the zero- (or 

infinite-) frequency case is considered. r1  and r2  

correspond to the usual singular source and image 
reflection about y=0, respectively.  We take H=0  
here as it is regular when P Q  and can be 
handled relatively easily compared with the singular 
term r1 .  For the thin shell case, only the dipole term 

remains, thus (4) reduces to  
 

4 (P)  [ (Q)]
S

G(P,Q)
nQ

dSQ
(7)

Here, [ (Q)] (a) (a ) is the jump of  
across S and the integration is over the outside S 
only. Differentiation of (7) in the normal direction 
gives: 

4
(P)
nP


nP

[ (Q)]
S

G(P,Q)
nQ

dSQ
(8) 

In (8), this normal velocity is explicitly given by (3) 
with a highly singular kernel.  Only one function 𝜙 

is present in this formulation. In fact, 𝜙 is 

proportional to the pressure difference across S and 
its solution is sufficient to compute the forces acting 
on the body.  
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The derivative in (8) can be taken under the integral 
sign on the condition that the integral be interpreted 
as a Hadamard finite part integral [3][4]. These 
integrals are usually difficult to compute and cannot 
be treated using standard quadrature method. The 
safest way to deal with them is by analytical 
integration when possible. This is the case in [5] and 
[6] for a flat surface (contour). The integral can also 
be treated by a process of regularization where the 
equation is written in terms of the unknown and its 
tangential derivative [3]. This procedure reduces the 
singularity of the integrand but leads to tangential 
derivatives, which are not needed for the problem 
and suffer from their own computational errors. By 
some transformations and Fourier expansions, the 
authors in [7] were successful in transforming the 
hypersingular equation to a one dimensional 
standard integral equation for the case of a flat disc. 
In this work, we tackle the problem hypersingularity 
using a combination of analytical integration and 
singularity separation.  
 

2. Analytical Integration of the Kernel 
The crux of the issue is to be able to evaluate the 
singular integrand of the integral equation (8): 

a[ (Q)]
21/r

nP nQ

d d
d

0

0

2 0

              (9) 

This applies for both r1  and r2  in (5). In practice, 

this integral will be discretized and only the integral 
over a circular-arc panel quad of ( i, i1, j , j1)  is 

needed, where i and j denote the vertical and 
circumferential grid index (Fig. 1). The potential 
jump is assumed constant over each panel. The 
normal to the solid boundary in this case is given by: 
 

n  [cos ,0,sin ]               (10) 
 

on the outer side and the negative of that on the 
inner side. Defining so that over the surface of the 
body [x,z]  a[cos , sin ] and noting that 
[ , ]  a[cos , sin ], we get, with some effort: 

21/r
nP nQ


cos

(2a2(1 cos ) K 2)3 / 2


3a2(1 cos )2

(2a2(1 cos ) K 2)5 / 2

(11)

with the definitions   and K   y
depending on whether r1  or r2  is used. The 

integration limits are defined in an obvious 

manner. Analytical integration in the vertical 
direction over the panel surface leads to: 

K

2a2(1 cos ) 2a2(1 cos ) K 2


K(1 cos )

2(2a2(1 cos ) K 2)3 / 2


















Ki

Ki1

(12)

The case when  has a different result but is 
insignificant for the final evaluation. The expression 
of (12) has to be integrated circumferentially next 
over  on the panel. The second term integral is 
regular with no singular points and can be integrated 
numerically with ease. The first integral is singular 
at 𝛿 .  Using trigonometric identity, we can write 
the integral as: 

1

4a2 sin2

2
j

j1 K

4a2 sin2

2
K 2


















Ki

Ki1

d               (13) 

Three cases arise: Ki  Ki1  0, 0  Ki  Ki1, and 
Ki  0  Ki1. The first 2 cases are treated the same 
way and the integral (13) is made regular as follows: 


1

4a2 sin2

2
j

j1

f ( ,Ki1) f ( ,Ki) d          (14) 

f ( ,K) 
K 4a2 sin2

2
 K

2

4a2 sin2

2
 K

2

(15) 

The + ( ) sign in (14) is used for the first (second) 
case. The absolute values are merely enforced to 
make the correct Taylor series expansion in what 
follows. The fact that this integral is regular can be 
better seen from its Taylor series near : 

f ( ,K)

4a2 sin2

2


1 4S 1

4K 2S 4S 1


1 3S 10S2 35S3

2K 2 O(
S4

K 2 )
     

(16) 

with  S a2 sin2

2







 K 2 .              (17) 

This expansion can also be used for the numerical 
integration when variable 𝑆 is sufficiently small 
(<0.01).  For the third case ( Ki  0  Ki1), (13) 
becomes: 

1

4a2 sin2

2
j

j1

f ( ,Ki1)  f ( ,Ki)  d


1

2a2 sin2

2
j

j1

d

                 (18) 

The second integral in (18) is indeed the singular 
part and can be integrated analytically as follows: 

1

2a2 sin2

2
j

j1

d 
1
a2 (cot j1

2
cot j

2
) (19) 

while the first integral is regular as for the previous 
cases.  
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In this work, we are mainly interested in the added 
mass of the body. That is given by (surge and sway 
alike).  In the present notations: 

11 
M11

2 a2d


1

2 a2dU1

a[ 1(Q)]cos d d
d

0

0

2 0


1

2 adU1

[ 1(Q)]ij cos j
i0

N1

j0

N2

        (20) 

Here is the fluid density. The case for roll and 
pitch is very similar and the results are expected to 
be so as well and thus will not be shown here for 
brevity. 
 
3. Computational Results 
 

The hypersingular integral(-equatiuon) method 
(HIM) is verified by comparing the results to those 
from an alternative treatment using an eigenfunction 
expansion method that follows the work of [8].  
Unlike the case of [2] or [8], there is a significant 
increase in the number of unknowns with the open 
slit, since the vertical and circumferential 
eigenfunctions are fully coupled. A circumferential 
uniform grid is used for the HIM, as this will allow 
the use of rules of repetition to allow efficient 
computations of the influence coefficients of the 
integral equation (8).  In fact, a grid with a cosine 
distribution was found to produce only a slight 
improvement. The EEM coded was designed for 
finite water depth and finite frequency, while 
ideally, for comparison, we would like to use a 
method designed for infinite depth.  Nevertheless, by 
taking the frequency of the EEM code very low and 
very large, the limiting behavior of the potentials can 
be obtained. Naturally, numerical difficulties result 
in these extreme frequency limits and we only 
expect the EEM results to be sufficiently close to the 
real solutions.  The HIM has the advantage that a 
geometry with a slit opening requires the same 
computation time as for the closed body, contrary to 
the EEM which suffers from long computation times 
with an open body because of the large number of 
modal functions required for convergence.  
 

Table 1 (page 4) shows the surge added-mass results 
for the closed column ( o  0) using the current 
method and the EEM, with the conditions of the 
latter taken close to their maximum allowed 
condition of the code. We consider 3 cases of mesh 
sizes of (N1  N2)  in Eqn. (20): 20x20, 30x30, and 
40x40 panels for the HIM and 800 terms for the 
vertical modes of the EEM.  Successive columns of 
the table corresponds to the normalized surge added 
mass for increasing values of , at zero 
frequency.  Results for the three mesh sizes, are 

listed, with errors from the HIM computations 
compared to the EEM solution, which is highly 
accurate for the closed slit geometry (h: domain 
depth/a, K: wave-number).  It is clear from this table 
that the results match quite well. The results 
compare well for the case of a nonzero slit opening 
as well, but are not shown here for brevity.  For 
these open-slit cases, the HIM computes much faster 
than the EEM. Figs. 2 and 3 show the distribution of 
the jump in the potential (hence the pressure 
difference on the shell) for the surge and sway 
motion as indicated in the caption.  The slit has a 60-
degree opening.  The fact that the body acts as a 
doublet in the far field is clear from the positive 
pressure on one side and negative on the other.  This 
is not symmetric about the Oyz plane because of the 
nonzero opening. Surging in the direction of the slit 
lead to a large negative pressure at these sharp 
edges, where flow separation would be expected in a 
real fluid.  Swaying in the direction normal 
perpendicular to the slit-opening  leads to a solution 
similar to the closed cylinder. The drop in pressure 
at the bottom rim of the shell is also evident.  Figs. 4 
and 5 are plots of the surge and sway added masses 
as a function of the draft/radius ratio for several slit 
openings at these limiting frequencies. The coupling 
added masses 12  21 are zero by symmetry. 
Results for added mass in direction m (1,2)for a 

body moving in an arbitrary direction , with 
respect to the x–axis, can be obtained as a linear 
combination of the surge and sway results in that 
direction as follows: 
 

                           (21) 
 

We note that the added masses (20) approach a 
fraction of 2 times the mass of the fluid in the 
cylinder when the draft increases to a large value.  
The fraction depends on o .  The zero-frequency 
limit solutions approach these limits faster than the 
infinite-frequency case. In the meeting, the complex 
behavior of the results with the wave effects H in 
Eqn. (5) will be shown. 
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Figure 2: Potential jump over the surface of a surging 
shell with d /a  2, 0  /6

 

Figure 4: Added mass (solid) and (dashed) at zero 

frequency versus for various slit opening
 

Figure 3: Potential jump over the surface of a swaying 
shell with d /a  2, 0  /6

 

Figure 5: Added mass (solid) and (dashed) at 

infinite frequency vs. for various slit opening 

Table 1: Convergence of the HIM and comparison to EEM for zero-frequency case (see text for details) 
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Green-Naghdi (GN) equations in two-layer fluid are derived and used to describe internal solitary waves.
Two methods to generate internal waves are studied here. The first method is to set an initial wave profile
and velocity given by KdV theory. This method can not be used to generate internal solitary wave of
large amplitude. Gravity collapse is used as the second method to generate internal solitary wave of large
amplitude. The second method is similar to that in the experiment of Grue et al. (1999). The results by
GN theory are in good agreement with those by the fully nonlinear model developed in Grue et al. (1999).

1 Introduction

In GN theory, nonlinear boundary conditions are satisfied on the instantaneous free surface. Demirbilek
and Webster (1992) applied level-2 GN theory to shallow-water 2D problems. Zhao et al. (2010) applied
the GN level-2 theory to 3D case. Zhao et al. (2009) applied the GN level-3 theory to 2D water wave
simulations. Furthermore, Zhao and Duan (2012) applied higher level (level-5 and level-7) to 2D shallow-
water wave problems and get fully satisfactory results. They achieved that the converged GN results are
in excellent agreement with experimental results. Duan and Zhao (2012) applied GN theory to underwater
landslide-induced tsunamis.

To authors’ knowledge, GN theory has not been applied to flows in two-layer fluid before. For internal
solitary waves, Grue et al. (1999) made experiments and introduced a fully nonlinear model. Their numerical
procedure is started by prescribing a small amplitude and solving the equations iteratively. Then, they solve
equations using Newton-Raphson’s method with initial guess extrapolated from the previous solution. In
this paper, we simulate internal solitary waves by using GN theory in two-layer fluid in time domain.

2 GN Theory

The GN equations for one-layer flow in Webster et al. (2011) are given by :

∂β

∂t
=

K∑
n=0

βn

(
wn − ∂β

∂x
un

)
(1)

∂

∂x
(Gn + gSn) + nEn−1 − αn ∂

∂x
(G0 + gS0) + (βn − αn)

∂

∂x

(
p̂

ρ

)
= 0 for n = 1, 2, · · · ,K (2)

where K stands for the level of GN theory, z = β for the free surface, z = α for the bottom, expressions of
En, Sn and Gn can be found in Webster et al. (2011).

For two-layer problems, we set the bottom as z = α(x, t), the interface as z = β(x, t) and the free surface
as z = γ(x, t). The GN equations in two-layer fluid are then for upper layer :

∂γ

∂t
=

KU∑
n=0

γn

(
wU

n − ∂γ

∂x
uU
n

)
(3)

∂

∂x

(
GU

n + gSU
n

)
+ nEU

n−1 − βn ∂

∂x

(
GU

0 + gSU
0

)
+ (γn − βn)

∂

∂x

(
p̂U

ρU

)
= 0 (4)

for n = 1, 2, · · · ,KU with KU as the GN level in upper layer, and for lower layer :

∂β

∂t
=

KL∑
n=0

βn

(
wL

n − ∂β

∂x
uL
n

)
(5)

∂

∂x

(
GL

n + gSL
n

)
+ nEL

n−1 − αn ∂

∂x

(
GL

0 + gSL
0

)
+ (βn − αn)

∂

∂x

(
p̂L

ρL

)
= 0 (6)
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for n = 1, 2, · · · ,KL with KL as the GN level in the lower layer.

The dynamic boundary conditions are

p̂L = p|z=β = p̄U = ρUGU
0 + ρUgSU

0 + p̂U (7)

p̂U = p|z=γ = 0 (8)

ensuring the continuity of pressure through the interface and pressure at the free surface.

3 Numerical algorithm

The equations (4) and (6) make a system of (KU +KL) coupled, quasi-linear partial differential equations
for the (KU +KL) unknowns. The unknowns are expressed here as a (KU +KL)-dimensioned vector, ξ(x, t)
and the equations are rewritten in the form as :

Ãξ̇,xx + B̃ξ̇,x + C̃ξ̇ = f̃ (9)

where,

ξ̇ = [u̇U
0 , u̇U

1 , · · · , u̇U
KU−1, u̇L

0 , u̇L
1 , · · · , u̇L

KL−1]
T (10a)

ξ̇,x = [u̇U
0,x, u̇U

1,x, · · · , u̇U
KU−1,x, u̇L

0,x, u̇L
1,x, · · · , u̇L

KL−1,x ]T (10b)

ξ̇,xx = [u̇U
0,xx, u̇

U
1,xx, · · · , u̇U

KU−1,xx, u̇
L
0,xx, u̇L

1,xx, · · · , u̇L
KL−1,xx]

T (10c)

and Ã, B̃, C̃ and f̃ are functions of x and ξ and its spatial derivatives which are not given here for the sake
of simplicity. This system can be easily solved by Thomas algorithm used in Demirbilek & Webster (1992).
This algorithm is further improved in Zhao & Duan (2012).

4 Test cases

In this section, we will give some numerical simulations of internal solitary waves. The first method we used
here is to set an initial wave shape on the interface. The initial shape and velocity are from the KdV Theory
given in Long (1956) and in Grue et al. (1999).

We want to reproduce the same solitary wave generated by Grue et al. (1999). Their physical experiment
are calibrated with a layer of fresh water above a layer of brine. The depth of the brine is h1 = 62cm and
the depth of the fresh water is h2 = 15cm. The density of brine is 1.022g/cm3 and the density of fresh water
is 0.999g/cm3.

On Figure 7 in their paper, the wave profile is given at a fixed position. Five wave profiles with a/h2 =
0.22, 0.36, 0.91, 1.23 and 1.51 with a as the internal solitary amplitude, are shown. The cases with a/h2 =
0.22 and a/h2 = 0.91 are simulated here by using GN theory.

For a/h2 = 0.22, the initial shape with amplitude a = 0.22h2 = 0.33m is shown on the left of Figure
1. After 600 seconds propagation, an internal solitary wave of amplitude = 0.0351m is shown in the middle
of Figure 1 (Note that the initial solitary wave amplitude is 0.033m). The KdV results with amplitude =
0.0351m is shown on the right of Figure 1.
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Figure 1: Initial wave profile with a = 0.22h2 from KdV theory (left), snapshot at t = 600s (middle) and
comparison with KdV results (right)
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For a/h2 = 0.91, we use the same method to simulate internal waves. The amplitude of initial wave is
a = 0.91h2 = 0.1365m at t = 0s. At t = 550s, the snapshot of wave train is shown on the left of Figure
2. We found that the amplitude of the leading internal solitary wave is only 0.09358m. Then, we calculate
the profile of internal solitary wave with a = 0.09358m from KdV theory. we compared GN results with the
KdV theory, which is shown on the right of Figure 2.
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Figure 2: Snapshot at t = 550s with initial amplitude a = 0.91h2 (left), comparison with KdV results (right)

We can see there are much difference between them. We tried to increase the amplitude of initial wave
at t = 0, and we want to get a steady internal solitary wave with a = 0.91h2 = 0.1365m. But, we failed.
Because we use the KdV theory as the initial shape and velocity. As we know, the KdV theory can not
predict large internal wave accurately.

We use another method to generate a solitary wave with amplitude = 0.91h2. This method is similar to
the physical experiment by Grue et al. (1999). The initial shape is shown on Figure 3. Here, the internal
solitary wave is generated by gravity collapse. At t = 0s, the velocity is zero at everywhere. By careful
changing the initial shape, finally we get a internal solitary wave with amplitude a = 0.135m.
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Figure 3: Initial wave profile similar to the physical experiment by Grue et al. (1999)

At t = 355s, the snapshot of the wave train is shown on the left of Figure 4. The amplitude of the
leading solitary wave is 0.135m. Grue et al. (1999) gives the wave profile with amplitude = 0.1365m. The
comparison between GN results and their fully nonlinear results is shown on the right of Figure 4.

We can see that the GN results are almost the same as the fully nonlinear model results by Grue et al.
(1999). It should be noted that all cases here are simulated with KU = 1 and KL = 1. Higher level results
will be presented at the workshop.

5 Conclusions

In this paper, the GN equations for two-layer fluid are given. The GN equations for two-layer flow has the
similar form with one-layer case. We give some numerical results by using GN theory with KU = 1 and
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Figure 4: Snapshot at t = 355s (left) and comparison with fully nonlinear model (right)

KL = 1. For small amplitude internal solitary wave, the initial shape and velocity from KdV theory can
be used as the incoming boundary condition in GN model. But, for large amplitude case, we need to find
another method instead of the KdV theory. We use the similar method used by Grue et al. (1999) in their
physical experiments. The internal solitary wave is generated by gravity collapse. For internal solitary wave
amplitude = 0.91h2, the GN theory gives the rather good results comparing with those by the fully nonlinear
model in Grue et al. (1999).
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